L

. ) ' ‘ " ., . . ..,' .’; .
- . " 'DOCUMENT RESUME  ~ , ,
ED 215 885 . .., : . v, sE 037 079,
. . - LA
AUTHOR . " suppes,’ Patrick; And Others . .
TITLE . ¢« .Research “on -Process Models ‘of Basic Arithmetig™

Skills, Technical Report No. 303. Psychology and

. , . 'Education:Series - Final Repdrt. :

INSTITUTION *_  Stgnford ‘Univ., Calif..Inst. for Mathematical Studies

. _ '2j ».in Sogial’ Science. o

N SPONS AGENCY Nationdl Inst. of Education (ED), Washingten, DC.;
DT , Qationarlépiepce-Fppﬁdatibn, Washington, D.C.._

p PUB DATE., , '~ 1:Sep 8l E ‘ g

¢

/. - GRANT. . 'SEDr78-23286 - : ‘ : o

, NOTE > . '99p.; NIE7NSF Joint Program for Research on Cognitive-

. : T n;?ﬂpfdcessjazd the Structure of Knowledge in Science and
P Cme o ggétliema%icd. o ' ' ' ’ .

. - (]
- E ;;,\‘;‘s‘:, A

""EDRS PRICE .. MFO1/PCO# Plus Postage. .
DESCRIPTORSY .-, *Additiony, *Algorithms; Cognitive Processes; o
- “7 -, Computatigny Computers; Educational Research;
- -~ EBTementary Ed

TR tary;Edication; *Elementary School Mathematics;
- ' =L *Eye Movemeniks; Mathematics Education; Mathematics .
’ ‘. Imstructiony;'Models; *Subtraction '

- *Mathematics-Education Researeh | o,

.

S S :
IDENTI¥ IERS -

-

- 4

>y . "ABSTRACT y . : _ .
~ 'This report presents a theory of eye movement that
‘ accounts for main features of the stochastic behavior of eye-fixation
durations 'and direction 'of movement of saccades in_ the-proces§ of
solving arithmetic exercises of addition.adwdssSubtraction. The
best-fitting distribution of fixation durations with'a.relatively
‘simple theoretical justification consists of a mixture*of an: v
exponential distribution and the convolution of two exponential
distributions. The. eye movements themselves were found to approximate
a random walk that fit rather closely in- both adult and juvenile .
subjects; the motion postulated by the normative algorithm. ordinarily
. taught in schools. -Certain structural features of addition and
subtraction exercises, such-as the number of tolumns, and the
.presence or absence of regrouping; are well known to afféct their )
difficulty: In this study, regressions on such structural va iables -
~ "were found to account ‘for only a redatively.small part of" the ’
variation in eye-fixation durations. (Authot/MP) ’
' k i - " ,

.
’ . ¥ \ . . - :

* 3

r - -
’ A
~ : N . f - N

-

4

*************k***********t***#; k#khkhkhkhkhkhkhkkkhkhkkhhhkhkkkkhkkkkhkhhkkkk

* ,Reéroducgioné_supplied By‘EDRS are the best that can ‘be made *

o : from the original document. . . *
***t***ﬁ**ﬁ***********************************3****************5*******

&
4

Q , : . .
ERIC | - S

IText Provided by ERIC * , ' ~ L . . . J




o
% » -
mn
(o0
, QO
wmn
i
QY]
=
L

- NATIONAL INSTITUT

.‘\ A ~ H !’:
. ¢ \‘ - i ‘\\‘,SEP g “, .
. . _ é—i ‘;‘”m‘w,,ww"’ij
L - B
Research o¢n Process Models of'Basic Arithmetic Skills . -
‘\ . . - -
- . . ’ N ¥
Y by ’ \ ) l\ v
: @ ? -

L3

'?atrick Suppes, ﬂ}chgel Cohen, Robert Laddaga,

U 5. DEPARTMENT OF EDUCATION
OF EDUCATION

EDUCATIONAL RESOU‘ CES INFORMATION

' v

~

o~
~
Q
N
o)

Q\

1 o
,j -

" N N T ————

CENTER (ERIC)
The document has been reproduced 3s
recewad from the person  Of 0rganization
onginaung *
Winor changes Nave been mMade 1o impipve
reprogucton quahty

Points of vsew or opwnons stated in this docu
ment do Not necessanty represent otficial NIE
DOUON OF DO'CY

/

) ° , INFORMATION CENTER (ERIGRy .
Final Report" - - .
Nationay“Institute of Education-National Science Foundation
o Joint Program for Research on Cognitive Process .o,
and the. Struetdre of Knowledge in Science and lMathematics
Grant Nurber: SED78-22286 ) oo
i‘k / i j ‘ ,
2, [
, \ .. . )
Institute for Mathematical Studies’in the Social. Sciencesgy
Stanford University * o
Stanford, California °
. . C g
. Y & N
A .:n“ \’ ) o
. \ S S .
ke “/ . N "y - - * \

James Anliker, and Robert Floyd

‘

« - Technical Report No. 303

ar

September |1, 1581
: v

0y

-~

-

Psychology atd Education Series

IS

4

;o

*"PERMISSION TO REPRODUCE THIS
MATERIAL HAS BEEN GRANTED BY

_PBABSB.

TO THE EDUCATIONAL RESOURCES




>N

O
35

LA ruiimext provided by R

RIC

. '

Summary

This repprt presents a theory of eye riovement that acegynts for

main features of the stochastic behavior\of eye-fixation durations and
LY , [ , \ . -
14

diqectiop of movement of saccades in the process of solving arithmetfc
* - .

exercises of addition “and subtraction. The best-fitting distribution of

fixation dyrations with a relatively simple theafetical Justification

L)

consists of a mixture of an exponential distribution and the convoltition

M 3

tof two exponential distributions. The eye movements themselves were found

to approximate a random walk that fit rather closely in both adult and

juvenile subjects the motion postulated by the normative-algorithm
. . ' "
ordinarily taught in schools. Certain s;ructural'features of addition and

. subtraction exércises, such as the number .of columns, the presence or
. .. :

absence of a carry or a'borrow,-are well known to affect thelrasdifficulty-

J In our study, regressions on such structural variables were foynd to account

- €

for onl& a relatively small part of the variation in eye~fixation durations.
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' . . i ﬁh\ . .
1 Introduction and Thgoret&cél Background

) . . . N . “ .
tSince the second decdde of this. century there has been a large, Vs

number of émpirical studies, many ‘excellent, of stpdent performance ig .

arithmetic. A fairly systematic review of this early' literature is to
be found inVFuppes; Jerman, and Brian (1968). More-kecently, linear

regression models ‘that”use the structyral features of the arithmetic
. o - ‘

exercises as inaependent wvariables have beénB;hown go fit the data of .

‘ | .
* responses or of regPonse latencies rather welg (see Suppes and Morningstar, -

}972, for extengive experimental data and references to previous literature-

2
The move from‘the structural regression models to process models that are
/ . / .
“finite-state automata is relatively straightfortard. From a certain formal
( A ! \ 1

standpoint, automaton models.are algorithnica sufficient to the task--
' \ 1

\

Tpey provide a process andlysis i? the steps needed to solve the standard

exercises (see Suppes, 1969, for theoretical development of "such
’ .

autonﬁi&uLﬁngigiﬁgge Suppes and Morningstar, 1972, Chapter 5, for the fit

‘/ o
to data). The automaton models’are, howeveg, at too abstract a level to-.
~l a . ‘\ . .
be fully satisfactory from a psychological standpoint, even though they. . N
)
are mathematically satisfactory as algorithms.

.

The next step beyond automaton models in the line of research
. * .
-+
reported here is to introduce schematic concepts of perceptual processing.:
\ .

. . 4 A S
. Because the theory-behind register machines with percgptual instructions
l "», . A R T . .
is" a discrete version of the stoihastic and continuoys model involving eye | ' .
. . ' ' . . . )
//’ movements that we consider later, we turn to some of the details of these ’
A N -

. : j?gister-machine models, which were first proposed in Suppes. (1973). o ‘ ~
. ., : )

.




. . o N , ’ 7 ] A
- ' .

’ o Y

[ . .

First of all, we emphasize again the importance ‘of a perceptuas '
! P P

-

L) .
component . Withouc\fuch a component ‘we have no way of representing the
. g * ‘
mental‘opératioq; a person attually uses to process the written symbols

presented to Bgm- It is also apparent, on the othen hand, that the full
- .

»

theory of how this processing takes.place 1is a topic -of unbounded

S
~

v ‘ \ ' .
complexity- We will necessarily provide a treatment at a certain level of

<o s '
- —~

abstraction but one that is closer.to the concréte and complex aspects of

’ {
the actual percéptual situation than is that of the automaton models.

Register machines as such were-first introduced by Shepherdson and’
. ]

Sturgis (1963) in order to give a natural representation of computable

-
. .

fudctions. The reﬁresentatioﬁ is more intuitive than that of Turing

5maEhines bQEiPse the central idea is close to that of a standard cohputer
. 1 .

1

acc%pting instructions. For the representation of computable functions, a
. %

rather small set of arithmetic instructions is sufficient. In particular,
¢ N ~

an unlimited register machine has a denumerable sequence of registers, but
. . 3 ” .

-

ény giveh program oply uses a finite num@eghof these\registeys. The

\

Shepherdson and Sturgis machine accepts six basic instructions: add one to

' a register, subtract one, clear a register, copy from one register to =

another, .and two jump instructions, one'conditionaf‘and one not~//?}t'is

[}

» ' b ’
apparent* that this set of instructiogg is not m?nimal; the exact choicg,

4

is more or less a matter of convenience.) )

v

To model the'processing that a pefson does, we wvant a different
register machine, of course, aidd a quite dﬂﬁferent seb‘of instructions.

In particular, we want igstructions that gjilect the perceptual situation.’

3 — ) .
It is also reasonable to assuyme that only a fixed finite number of
. l r

registers are Used ih the relatively simple tasks ve consider.

x i <
’Q . S ' ‘ A

-~

-




Ve c;n draéiifgily éi;piif§ tha per;észgél siQuatioﬁ by éoncéivﬂng
4 ' . . . .
L of each ‘exercise, fpr examp{e, an exércise in col&mn aéditionz as being ¢
! . . . i ] f
v éresented on a grid with at most one symbol in each cell of tbg grid. The
- - . . .
' pefson .doing exercises .is represented bf a model that ﬁaslinstructions.for —

-

attending to a specified ‘cell; ‘for example; in the standard algorithms of

addition, subtraction,. and rmultipl ationg'most of us were taught to begin \\\}

at tbe,&pggr right-hand corner and to move downward through’ each column and

from right to ieft across ceﬁumns- We shall discuss the detailed set of

R
7 .

instructions in a moment. The basic idea’of such register-méchine models*

. . "
is that the different algorithms of arithmetic are represented by
13

;
0

. 4 :
subroutines. One subroutihe may be called in another as complex routinds

or-programs are built up. For instance, the routine for column
m@ltiplication uses as a subroutine the program for colurm addition-

To have a psychologically realistic model at this lgvel,‘the°

L] L4 Ll

problem is,to find a representation fhat‘is not only adequate as an C .

v b

- k]
algorithm but that also can be fitted to detailed eye-rovement data in the ,
'same way that the lihear regresdion models or the automaton models

nentioned earlier have been applied to response and latency data-

’ 1.1 Register-machine Model for One-column Addition

7

To avoid some complexities that we need to éQPsider“later th terms

of the actual experiments we performed; wve consider inifTEIf& the simple

AN

case of one-column addition. Coptrary to the usual Cdrtesian convention,
! &

. . : . [ i s
-we number.the coordinates of the grid on which we think of symbols being

. -

» ) .}v)
presented from the upper right-hand corner. Thus, in the addit}On exercise

\e - . |




. . v
. . . 3

»

] the doordi ates of the digit ? are (1,1), thg cooraina;es of 3 are (2,1),

1)

. “and the coordinates of 9 are (3,1), with the first’coordiﬁate being the row

number and| the setond being thes colurm number, (the column number is ngeded

L I
.” f« for the general casel: ) ’ )
14 formulating instructions we need for column\?ddition, the . *
following[notation is u;éd: (a,é) is thg pair of coordinates of.a grid )
, " position with a and b being positive integers, (+a +b) ghows thewﬁ
' .anount of shift in each coordinate grom one grid position to another° ‘
" [R], [Rll énd,[sz are;variable§ for registers; [SS] is the fixed . - 7 )
register that is stimulus,supéortedﬁ [NSS] is a fixeh register that is )
; ' nonstimulus supPorted. These are the instructions: ) ‘ - ' ) I
Attend (a,b): Direct attention tg grid position (aié
) " (4a, +b): Shift attent%on on the grid by (+a, #b). “ |
Readan [SS];‘ Read into the stimulus-supported registgé the
- . - yfsuél symbol in the grid position.addresséd
” : .
' . by Attend. : "
o " Lookup [R1] + [hZ]: Look uﬁ‘tabie of basic addition fa;ts for adding
. coéients of regi%teré [R1] and [Rb] apd store the \\
o N re;uIt.;n [R1]. . ' ' \
. - Copy [R1] in [R2]): Cop; the content of register [R1] dnto f%gisFer [R2]. ) \\
UJump‘(val) R,L: Jump to line labeled L if content'of %egister (R} \3
4 . . 5
* is val. ‘ . - ) X \
N : ) Outright [R]:. WFite (output) the gigﬁ}most symbol of regiséer ;o
. . ‘ [ﬁ] agbgrid posigioniaddressed by Atteﬂg-
Delegé?ight [R]: 'Delete the rightmost symbol of register [R)..
4 ‘\‘ : End: T@rmiﬁate processing of ghrrent exercise. VW‘
. ! 1
: L 1Y | -




Of these instructions, only Boékug does not have an elementAry character.

i .
o In a more complete analysis, ‘it would;raﬁe the status of ‘a subroutiné built
t . ) ; . - . o i

up from more primitife operations such ds thdSe of counting. It isy™of - o

=

course, more thgn a p;oblem of COHQtructing she table oﬁ,bésic éddition
[ ] ’ -4

facts from countin‘ subroutines; it is also a matter gf being able tb-agd

',f P . . .
a single digit te:,any number stored in the nonstimylus-supported register®

# 1

[NSS), as, for exémple, in #dding many rows of digits in a given columm.

We omit the detaylg of building up this subroutine. It should algo be

obvious that the remaining instructions do not constitute a minimal ‘set-

’ -~

For the simple case of one-columm additioq,.we need only two
1

.
14

registers;nohe, [sS}, is stimulus-supportéd; the other, [NSS],.{;>not- A

[

- program reprisenting a ptocedure close to what is‘taught in schools for
qoing oné;;olumn add£§ion is shown in thé left-hand column of Table 1.
A restriction is‘tﬂat'the sum bé eaual to or less than 99. By adding

- p;obabilistic parapeters td variou; segmenrts of the program, responsé€

. perfopp:nce models are easily generatéd- The more cogﬁigx routines reﬁui;ed
f?r genﬁral addition and su%tr;?tion exercises, are giveh in Appendix C.

¥

Because it is doubtful that a youﬂg étuden& could be tgught‘
routine§ stated in terms of the assembly language we use in our set of
N "\ A -
instructions, in the right-hand column of Tahle 1 &e have wrngen down an

N —

- - L3
English version of the program and have called the various commands English-

- .

addressable subroutines (for an amplificatian of tﬁ;s’boint, see Suppés,
1

[y -

1980) - Ié-ﬁs not our intention here, to enter into,thosglaqucts ©f, learning

v

for which the [English-addressable subroutines are nearly essential- "Ue do

3 . .
<

think that a very sensible and reasonable cognitive theory of learniqg for
such procedures can be formuiated by using such subrdutines, but in the
v . ’ o, ) . .

L . \-:-‘ / - : X Ll

*

=
{

[

o
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elves to performance models and shall
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present report we shall restrict ours
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Table 1

Example‘Ef One-column Addition

£or Sums <<> 99

Pseudo assembly-.
language program,

-
e - N -

R4

- English~addressable
subﬂvutines -

»

Attend (1,1)

I

Readin - '

Copy-SS in NSS
I

Attend (+1,+0) -

Readin .

- o - e e e ew

Lookup NSS + SS

Attend (+P}+0) -
K;adin

Jum;;/ (0-9) 8, Opr
Attend’ (+1,%0)

+

OQutright NSS

-~

Deleter1ght NSS

Attend (+Q,+1)

N .

-

Reﬁember the number.
g\A
Now look at ﬁhis next

-

number. . - ¢

Add the two numbers and

renmember the sum.
y .

Move down the columm.
! —

If there 1§ another number,
. €

add ‘as before and éontinqer\

- -

-

If‘not, move down to the

A

blank space.

s

Write down the number of
. \- . ( ..'1
ones 1in the answer. ’

-
-

1 _oanswgr (unless
""‘}"\?.‘}L-f‘v,

Selt is zero)..l"




) (] 1.2 Normative Vgrsus Acfual Performance ‘o . Y
‘ . . : . -1

. : . : <~
® . . At the level of the register-machine models discussed aboyve and as

K exemplified in Table 1 and Appendix C, we have a clear cbncept of the <~ N

]

e normative behavior that every good Beacher aims at‘T-»the elementary school. .-

r AY

ks

Qtudents first learn subrdutines of the kind we have been discussing and >

. ¢ . ' ¢ w * : . .
A - - : - : : .
' then they are expeécted to work standgrd exercises with few, ifsany, errors.

.

¥

We think of such accuracy as-characterisﬁic of the normdtiVeﬂmodell df, L .
. . *

course, we do not have such’ clear ideas about the response latencies to be- - 'k

ﬂ\

R

v ~ S ’
2 ’ egpected but there are qualitative normsg, implicit in classroom practice,

S ?

about working at an acceptable speed. The empiriéal and experimental o I N
\\ TE studies of arithmetic mentioned earlier focus on actual performance andrhow

S . oo C e _ .
xi “ 'V}% deviates from normative standards. _ ‘
The situation is very different once we introduce eye movements. =+ -~ * g
1 - . ‘ . - ‘l ’ . 4
\ There is no obvious- or natural concept of normative eye movements and as ' .y
: L N
o fa¢ ‘as we- know thete has been no.discussion in the literatutre of what one
A ¢ . ' - 1 + ',@2 ':
would take to be appropriate‘eye novements as a real-time progess”on the ) N
: ’ ” . : . ’ : e
- part of children or adults. We return to say something.about such normative .

N »

. behavior later, one of the reasons being that we haie considerable data .
. ‘ - , ] . ' Vet r

from skilled adults, but our main chcern'is“the following-
Y ) ' . .
i ~ 4 S | oy Pt - ]
1.3 Stochastic Theory of Eye Movements - o
] - -

To move toward a much more detailed theery of how progigns of, the

LY

kind exemplified in Table 1 are actually executed we.move now to theory and -

. v
. R » ] A ~

data on eye movements. We expect a strong gorrelation betweeén the point‘of
- - ! i‘}?:- ‘
regard and the current step in a procedure that is being executed. We .
+ ‘ . }. . . e .
P .
recognize there are many exceptions to this claim, for example, when
é
. p; * ) e .,

Ed . 3
someone looks off iInto the distance while recalling some past event or
' . {

~r -

-~

. .
\ . ' 4

¢ | -
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L

& - ‘ v . - ) ’
planning some future activity. .But there ,are just as many cases in which
“this 1is -obvieusly not so and the point of regard in the field of visual
. perception is an obvious clué to what is-being processed internally. 1In

this particular we are advancing the view that the point of regard within

the displayed arithmetic.exercise, taﬁen in conjunction with a knowledge of
3 -, -
the algorithm which the subject has”been instructed to execute, provides

v ,...‘4« ,

- 5 . s‘ ‘. -
.an - important clue {o what COVert ‘méntadl operations the subject is
‘:f : . >

perfdfming and where he is at,‘that moment in the arithmetic algorithm.

. ’

We turn now to, the first sinple veTsion of our stochastic theory
4 . . /
of eve movements., It is to be understood that the theory is formulated for

a

the context of oerforning algorithnic tasks ﬁ%preséﬁ%ed by subroutines such
as shownin Table 1. Per&aps the concgptual point of widest‘psychogﬁgical

. i . ’ - :{f"'i : i "
interest is the contrast between the stochastic theory of human behavipr

» v 4

at the level of ‘eye movements and the egsentially ‘deterministic theory of
algorithmic procéé%ihg in standard computergsystems. It is possible to

. . (- ’ - ’ 4 ’
build stochastic features into standard cohputers but it is seldom done

i

o~ 3

except for purposes of simulation, vhereas such features are a fundamental
) . P ., Q{Lw

asgect, in our iudgment, of human execution of procedures. This highly

stochastic aspect of human performance has not been adequately incorporated

into current cognitive theories of behavio ) but is widely recognized in
> L]
vt:‘he litera%;fe on eye movements (D1tchburn 195}5 o gl

X e - : e

' Our simple stochastic theory of eye movements falls naturalfv into

two paff§§ The first part is the simple qualitative axiom governing the'

dﬁration of fixation. We comment later on its bévchological significance.

r . B
f ”' N ‘!ﬂ s ™y . / ,

The secopnd group of axioms has to-do with the direction of eye movements.

. ¥

s
¥

" In tHe presept context we think of the direction of movement as constituting
a . R : : A .
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" to the next displayeéd symbol:

;it represents progress in the algorithmic sequence.

~

T 15
& . - - .
a randomn walk, with the frame of reference of the steps bein% the cognitive
grid defineg earlier‘as implicit in the percention of the stimnlusfdispla}s
of arﬂ%hmetic enercises. The most’ig rgant randon—yalk novement is.going{}
We call this the rorward Jump, because
) The second \
significant unvenent is that‘of staying within a given s

-

on the grid.

' We’ call this the stazgut movement, which is similar to the concept of gaze

\, ~ &

in Just and Carpenter (1980). thice Ghat ‘the point of regard is not

»

literally ‘staying'put' at the leve]}of resolution of\the eye-tracking

’ - R

apparatus but rather 'is .doing so‘in.terms of the large-scale gfid on which

stimuli are displayed-‘ The point of regard stays within the same square of
B - . . e . H

the grid, i.e., stays focused.ofh approximately the same displayed symbol.

. ] .. - )

The third tyne-of movement is that of backtracking, ﬁhicH'is the opposite

of, foryard movement. It is to be noted that backtrackiny as such vill ‘not

a g

. & .
‘ogcur in the normative discrete routines as exemplified in Table 1 or

Appendix C-

1.4 Model I A
The firstﬁakiom, Fl, is #inconditional in character about the length
. ) . . .

#

of fiﬁbtion, showing that the sense of a:cOnéitional action is not needed-.

.
-
o ,

Simple Axiqg of Fixation

F 3
Fl- The length o fixation is indeoendent of past (cognitive)

11

~

processing and the present stimulus context.
It follows at once from this axion by stancard probabilistic argunents that
the distribuk\of ‘fixationtlengths is‘ex’ponent'ial. What is important
fromja“Psychological standpqinﬁ is that the axicm”implies $hat the length

P . ) 1{.
of fixation is a process without .memory. What the organism is currently

£

PPN




doing or'what thé organismt has recently been doing has no effect at all on .-‘<;}
) ’ 4“ "« * . - \‘
the length of fixation. This is a very strong-independence assumption and

we shall want to ekamine in detail tbe‘bxteﬁt to.which it is satisfied by

« s

our data-. . g *

' A .. , ”

Axioms on Direction of Movement

A

. s N LY
-DI1. f processliig is complete at a given point of regard, then jomp

™

5

' *
+ t0 the next dtimulus symbol.
k4 - - f . 3

D2. 1If processing at a givYen point gﬁaregg;dllﬁ not complete and

nonstimulus~supported memory has not decayed, stayput on present

stimulus symbol. ¥

/ ’ ‘
A aﬁ! D3. If préZessing at the present point of regard is not'complete

A

¥

and nohstimulus-supported memory has decayed, backtrack to the

beginning gffthe hxercfée." ' &

It is apparent how these three axioms are tied to the use of the nonstifulus

fagﬁpport registers described earlier and éxeﬁplified in the routine shown in
\ . .

[

Table 1. For some of the more compiicated algorithms‘we consider (see

Appendix C), it is not sufficient to have simply fhe two regisfers réferred
’ ‘ ’ i ‘\ .

~

to in Table 1 but it .is necessary to have several, and what we say in these

. o .
. axioms about nonstimulus-supported memory is m nt to apply to any of the
[ IS .

registers that is not stimulus-suppd’tegii (

L]

We emphasize that Model I is me . ‘to be a natural expansion of the

.
i

diserete register-ﬁachine model, of- which a simple example has been given

-

in Table 1. The axiom on fixation times and the axioms on diredtion of

movement define in a'natural’way a simple continuous-ti@e proce . The .
) . . ' ‘ :
random walk that is part of this process is a little unusual because of the
A
strong backtracking assumption but the é}ioms taken Eogether do define what

- ‘ . e

<

-
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- [

seems to be the obvious continuous-time Markov process to add eye-movement
) . ® '

pheriomena to thesoriginai register;machine nmodel. > - '

1.5 Model IT ' . )

As we shall see in the data presented below, there are at least

*

-

four major respects in which Model I is too'siqple- First, the
]

TN

distribution of fixation times is(not exponential, which means that <the h

.

process is not completely without memory. Furthermore, if we reflect on tKis
4

problem it is evident that even,from a physical standpoint we would . expect
sode kind of inertial effect’ t%at would prohibit the process from being
strictlyxexponentlals * Second, the backtracking axiom is certainly too

>
simple in formulation. A# we shall see, the backtracking observed in‘ourf

'subjects is only‘one or two gri&‘§paces back and seldom a full backtrack to

the beginning bﬁ the exegcise- The implication of thfs,Q& strdné‘for the-

formulation of the register-machine model. It neans that the number of

R
«

registers used,, for example in addition or subtraction, must be increased,

in ordeqsto store partial results, or the character of th registers'must

-

be changéa. These two approaches, as can easily be seen, are formally .

equivalent. Third, there is good evidence in the data that a certain
percentage’ of the time a squaré on the grid is skioped. This skipping
phenomenon may be accounted for by the\subject's being able to identify at

one point of regard more than offe stimulus symbol. We shall not enter -
"y

here into the, question of whether or not it 1is accomplished by peripheral
vision; but the skipping phenomenon is cert2inly present and needs to be

inéorporéted into an adequate theoretical model. Fourth, there are’
» ‘ t '

instances id which the algorithmic routine has ngf been followed, and

. N [ * N N
backttacking has-not occurred. 1In the extended randonm walk of Model II, we

.
4
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f | ' ) . .
callqthis step other. It might be thought.that any mevements like other outside
the theory are~to be regarded as evidence against the theory but~We tqke it

that with something as stochastic and irrefular as eye movements we caff
. > \

»

scarcely expect to have a completely detailed jccount of the movgmen;,raﬁd
we need this, category to describe fully the eye motion. . It must be

admitted that from a theoretical étandpoint we still haye a rather poor .
1
understanding of how to think about these ‘other’ povements. . :

)

We take these four points into consideration in revising the axjoms
. F

of Model I t% characterize Model II. First, in the case of fixation duration

&

we assume that a fixation is exponentially distribuped when a single

! * .
instruction is being ex€cuted internally and is the convolution of n
. % ~

exponen%ials (with the same parameter) when n internal instructions are

‘being executed during that fixation. (These fhtérnal instrgctipns are ,

thought of as controlfing eye movement in fine detail, and are not the

kind of instructions used in Table l.) 1In the data analysis preseﬂted :

” .
later wegfpnsider only the case of «n = 2, but it is\%gidgnt that we could

.

r ~

- -

obtain a better fit by increasing n. The concept of the number of

instructions being ekecuted internally is a theoretical one, since we can

make no direet observation of n. Those who do not like.this coﬂcept of 3gn

] .
instruction being executed can easily supply an ‘alternative, more

~

phenomenological,; formulation.

Mixture Axioms on'Fxecution Time
. N
H . ‘n
Fl. .The execution of each eye-control instruction is

3

.

. - ]
igdependent of past processing and the present stimulus context- .
3 . i

hl
F2. Each fi#xation lasts.for the execution of n internal

. . »
instructtons, for n =1, 2, ....

)

-
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- v

~

- These two axioﬁs:ere too weak' by themselves to 1mpiy_an irteresting

E P

;purpOSes of preeent application to our data, we specialize to

-

’

"in the data analysid given later.

e

n’= 2.

AN

.

Mgreover,

©

parametric form for the distribution of fixation durations.
- - -~ . —

the exponential parameter for th

ekecutjons\ge perﬁit to be different than that for one.
» R -

&
For the

n =1 or

’

eJconvolution of two -

Given ¢ as the.

mixtute pardmeter for the ex

’ -
onential distributioh with mean 'Xl and
. . ¢
as the mean. of the comvolution of two exponentials, the distribution .

of fixation durations for Mgdel II has the following form:
N N

A2

f(t) = i%ze-t/ll 4-13;;Lillte"t/lz S o
N -Ag" v, ) !

We nov turn to the revision of the axioms on the direction of eye
*

movement. The most important revision is in the axionm regardimg backtracking.

The sinple normative amodel is elmost never eghib}tedégn the data, i.e.,-

there was a vanishing small probability of backtracking to the origin point
\

of the grid, except in the‘vtase when the subject was in the first column

*

and this was covered by‘the classification giwven below. Most of the

backtracﬁing was only to the preceding,row in the same column. We therefore

Pt

. postulate that backtragking is only to ‘the preceding row or at most to the

g

beginning of the columm, i.e., to the top of the columii. Of course, in

subtraction exercises these two forms of backtrackiﬁg;are identical and they-

are(also identical in many forms’ of addition. "We take account of this fact

L}

Ve also add an axiom to take account of
— . 3 ‘
skipping,,. which can scarcely be‘regarded as a deviagion from execution of

-

the algorithm but represents a featqre not represented in Model I. It

should be mentioned 7hat except with negligible probability the skipping

o

N .
always involved jq5t one square of the grid, i.e., sordinarily one symbol-

.~
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\ : Revised Axioms on Direction Jf Movement - .- )
L ' Axioms D1 and D2 remain unchad%ed- o, e -
IS ' < ) . . -
. Axiom D3”. ,If processing at the present point of regard is not

complete and nonstimilus-supported memory-has decgyed,-backtrack

/ ]

v ) . ) ‘ \ '-QQ:‘

© Axiom D4°. If the present point of regard also provides a
< 9 Y -

."to the immediately preceding row in the same columm or to the

L]

beginning of the column.

; /
~ . \ . .
perceptial image of the next-symbol and processing, it is complete;

then skip over the next stimuilus symbol to the following one,-
z . " ) Y
L3 A - " -
It is apparemnt that the modified backtracking axiom requires the introduction
\ - . -
of cémplicétions in the registers in'which¢perceptual data are stored. It
. ] . \
is alsd‘élear, as already remarked, that this can be accomplished in a

hd

number of ways- quhap%ﬁthe simplest way in the case of additipn is to

keep not only the current partial sum but the precedihgﬁpa¥tial sum in the
. . ‘ ; .-
nonstimulus—-supported register. If we want, this can also G)e done by &

- .
» -

- i .
simply ad&ing another“register. One of the registers keeps the current

‘ T . |1
1 - '5. Ll
‘partial sum and the other the partial sum that preceded it. This dakeg

care of backtracking one row. When backtracking is to the beginning of the

.

column we also néed to have somewhere storage of the: carry, in the case of
¢ .
addition, or borrow, in the case of subtraction, and fqr this purpose sti{l

o y
another r?gister is easily added.* In Appendix C we give the full
procedureé in terms “of the normative modéls for multi-column addition and

¢

multi-column subtraction, but we decided not to add a still more
complicated setup for these additional registezf. In the case of

backtrackfng we include data analysis, and we believe it is obvious enough
N [ * . -
how these additional registets can be added to accommodate thé features

.

¢ \\ . o . s

~ B
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» 1 . . b £
\\4 )
required by the axiom on backtracking. Concerning/the detailed alporithms,

-

the same remarks apply to the axiom on skipping- .

¢ -

As we shall see, the fit of Model II to the data is certainly not
perfect, but it represénts‘the main features of the data fairl§ well. We
shall not consider in this article any major exteqfions but we do discuss

in the last section matters that seem worth furtqér investigation-

1.6 Related Theoréticél Work

The detailed procedural theory we have proposed for doing arithmetic

Lo . > .
exercises does not sgem to have a close predecessor in the literature, but

there are related proposals for different tasks. We mention especially

Groner’s work (1978); he proposes various MarkoV nodels for eye mgvements

in such standard tasks as the three-series prgblen, bu; the details are
quite different from what we have proposed. Closer in spirit is the recent

work of Just‘ahd Carpenter (1980)[0n a théory of eye fiiations in reading

§

comprehension. - -

s
LS

~Their theory rests on two general assumptions. The first is that

1

- & .
of immediacy, i.e., that a reader tries to interpret each content word.
> L}

<

of a text a¥ it is encountered: * It is apparent that our procedures for

v

addition and subtraction satisfy this asfumption: Fof example, in adding
. ‘ 7 , ¢
many rows a partial sum is stored, not'the full sequence of numﬂersu

.

attended to. Their second assumption is that the.eye(rema§ns fixated on

1 3
[>]

a word as long-as the word is being processed- ‘Just and Cdrpenter call

-

, - ‘ . .
this the eye-mind assumption. It corresponds rather closely to Axiom N2

of Models I and II. - ' )

N e

Just and Carpenter go on to consider in a quélitatiﬁe way the

evidently large number of(processing stages required for reading--p esses
. 3

1
~ -

-
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- such as encoding, lexical access, semankic interpretation, and appraisal of
.o * . ' . ’
\ context. It is easy to see from this list or its variants that the %rocess "
R of reading text is a much more complicated task than the one we have' :

studied of performing é;isymetis’algofithms. There is”a close relation
¢ . . ‘l‘ - . . .
between their two general assumptions and some :j)our axioms,‘but we part .
, , N . .
on details because of the different tasks studied.

L

Due_to the greater

- simplicity of arithmetic tasks we have been able to present a more,detailed

) -~ N .

and compiete theory than they have for reading, and consequently to study

' - , ?
é? rather thoroughly the quantitative aspects of the thebry we have proposed.

. . . »
s
.
» [ 4

o 2 Method . ‘ " ' e

In this sectiPn we will first give.a brief account of the methods

‘\\ . -
"employed in designi;é and performing the experiments reported in this

.
.

" a@rticle. First we wiIIVEBVer'thg methods for the experiment with adult
subjekfs, and then indicate in what ways the method for the experiment with

2 A
children differed. Following that, we have provided a somewhat detailed

“Hcount of a preliminary study of sore calibration issues-

i

=
'2.1 Method for adult subjgpts

[ N .. N
The study of adult subjects served two purposgs. Ond was Lo obtain

\

a benchmark concerning the eye movements of expert subjects. The second '

-
~

wds to test the effectiveness of the algorithm used in the initial \\

/] N “~
= registér-machine médel as a normative model for human eye-movement behavior.
w

. < -
In this case the subjects, who were two adult male college students, were
- > \

informed about the 51gorithms'and asked to try'to follow tﬁem, including

o - , ]
the appropriate’eye movements, in their computations.
W ) t

]
Q.
Cs
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/ . . .
Since we were testing normative aspects of the registér-machihe

&,

! - » . ' N
model using expert subjects, a simple randomized 3¥ocedure was, used to
. * ]
generate the arithmetic exercises uged in the experihenﬁ- Digits for each
position in each gxercise were preselected randonly, subject only to the

following constraints: (a) no left digits may be zeros, (b) each of the

v

addition - exercises must have an equal’number’of rous and dolumns (elg.,

1l ~

3X 3,‘4 X 4, etc.); (c¢) in the addition exercises, no two horizontally
.¥

-

. K 4 . i
adjacent digits can be the same, and no digit cq@ be repeated in
S ( ]

' Lo X . -
a colum; %d) in the subtraction exercises, zero differences were

-1 . -«

“hot permitted in the leftmost coXumn. . ey

t

» There were 720,addifion'exercises’and 600 subtraction exercises .

i

used in the adult sftudies. These exercises were divided into 12 sessions
1

1

¢

of addition exercises and 10 sessiéns of subtraction exercises, with 60

exercises in a session. Each addition session included 20 exercises with
* 1

[y

3'cplumns and 3 rows of digits, % exercises yith 4 columms and 4 rous of
digits, 10 exércises with 5 columns and 5 rows of digits, and 10 exercises

4

with' 6 column's and 6 rows of digits.

\ - S— i .
t ) 2.2 Equipment and Setup. .
| .

The experimental apparatus included a computerized é&e—trackiné

system, a display terminal, and a siﬁbliﬁied keyboard for the subject’s

ganual responses!' The compﬁier-based eye-tracking system, known as PERSEUS

v

/ (Aniikér, et al., 1977) incorporates: as a peripheral hardware device a
2-dimén§ional double-Purk?ije-image eye-tracker (DPIET) developed by

Cornsweet and Crane (1973) and updated by Crane and\Steele'(unﬁublished,_
1977). PERSEUS Jses advanced soft?a;e--implehentegxon a.mggiﬁi;sized
computer (PDP-15/76)--(a) to calibrate each subject s eye-pointing
responses, (g) to correct fqr linear andlnonlgnear systematic eye;trackiqg

'




- .

\ o
errors,/kc) to detect, measure and record higher order phenpaomena (e.g:,
Y ! /
fixations, sac%adés, and scanpatth and (d) to control the real-time
A

LI

aspects'of stiulus presentation and data.collection. PERSEUS delivers

-~

Al

‘highly accurate (1essd;hén 5 minutes of arc error over a field of 20 X 20 .
A k

\ -
-
.

-degrees) measureménts of a subjéct's point-of-regard. ,

The ;%RSEUS.system vas interfaced with a dual DEC KI10 ;5ystem

- g

running a.modified version of the TENEX operating system. The KI10
' '
\ 'system was used to select and present pre-compiled exercise items. Both

PERSEUS and the KI10 systel were interfaced with' an IMLAC PDS-1

minicomputer display system, and a subjéct keyboard. During experimental

LS

sessions all communications from the keyboard to the KI10 and from the KI10

11

"\ .
to the IMLAC display screen were ronitored, controlled, and recorded by the

-
J

PERSEUS system.

The supjects vere seated in-a darkened roon, facing the~large
cathode-ray tube (CRT) of the IMLAC on which the stimuli were displayed.
The distance between the subject’s eye and the CRT-face {ias adjusted so |

‘ that the 11 X 11 calibration matrix subtended a visual angle of 20 degrees

in both vertical and horizontal axes. Each subject was fitted with a

meﬁél bi;e bar surfaced with dental impression\conpound. Thé bite'bar,
fi;mly attached to the DPIET/display complex, was used to minimize the
head-movement and to center subject In the cubic centimeter of space which
constitutes the.eye—tréckér's ‘ballp?rk', i.e., the transitory, movement
tolerated by the DPIET. The calibration/correction syst;m incorporated in -
PERSEUS permits the subjecf, calibrated at the beginning of the session,

td leave the bite bar and.to return to it with only a re-calibration of

the center point. Subj@cts typed their responseé through two keys of a

\
- N
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- K

- o s

Al

'simplgfied keyboard.on which they placed the second and third fingers of

their preferred hand; this arrangement eliminated the subject’s need to

» * ‘ ' . )
look away from the display--an act which would cause the DPIET to lose

o

- -
track--in order taq see'thé keyboard.

v
. .
% ) ‘ ¢
. ’
. .
. ke .

4 ’

. 2.3 Egperimentél Sessions - - .

Y

-~

Each subject had an introductory sassion or sessions in which he

P -~ Y . ?

. - . ¥ .
was shown the equipmen¥, and given an.explanation of the equipment,

Each subjecg was then given a

-

trial *un % part of his eye-tracker calibration. When the eye-tracker had

procedures, and the purpose of the study.

been adjusted to track the subject’s point-of regard throughout the display

v
-

space, the subject was then instructed in the uyse' of the géjﬁEérd through

b

which he was required to enter his, manual responsé: to the exercises.

°

A ~ .
The adults subjects ﬁére instructed to look down each gcolurn, adding or

Ty W e ) [
subtéad%ing as they proceeded, and to try to avoid processing numbers out
’ N

~ - I
4 PR

of the order prescribed by the algorithm. Y, ~

> ’ . .
Subsequent sessions had two parts: .calibtration of the ‘eye~tracker,
i : .

foliowed by the érithmetic exercises. 1In the calibration phase, a field

of 121 dots, in an 11 X 11 array filling‘the 13 cm X 13 cm display region,

was presented. In other words, the cali“ration rows and colummns were two

({
degrees apaftt. After adjustment of the %utput voltages of the DPIET, under

-~

a program c3alled EYESCAN, the subject was asked-to respond t each of the

[ ~

EI S - -
calibratiom points in sequence by fixating the brightened™¢alipration point

i

and then pressing a key when he was satisfied-with his fixation. The

eye-pointing data, collected unde# a program called CALIRRATE,‘wqre later

used to generate correction filters, via a program called ADAET, which were

e

used to correct the eye-pointing data collected, via a progranm called

COLLECT, &hri;g the subsequent arithmetic session.

A - N\

' . [

oo
cr.
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The agiggmetic exercises were displayed in the standard (row and . :
. ’ . o R A
column) format anq’g;ojectedxinto the gpace defined by the 11 X 11 array
\ P . oo ’

’

ochalibrétion points so thét each numeral or symbol (éﬁqut underline) was

1
/

centered in a cell whose four corners were contiguous calibratiom points.
* -

3 M

" Underlines were placed above the horizontal midline of‘cells:containing

.

cell

-

P

s

them so that they would be better associated with the digits in the
El ) ' " I ) v

above. Tﬁé‘digf{s were approximdtqu 32-mm high by ZQ:mmlwide;- A symbol
(+,~) for addition or subtraction as appropriate was included in the

exercise as presented.

”»

Each new exercise was presented with tentative answ®r diglt placed

,in§the usual location at the base of the first column, i.e., just below the

-

bar line.. The tentative answer digit wps correct 50 percent of the time;

~ »

incorrect tentative ansuyer digits were randomly selected to\be either one
S~ -3 .

digiﬁ higgfr or one digit lower than tWe correct answer digit 50 percent
: ; . -

- Y

of. the time.

~

The digit 9 wgs’nreate&‘as being ‘less’ than the digit 0 for

The subject gs ithSuc;;ed to add the digits in’each column and

this pu;ﬁase.

R ez

* 4 . . . 3 A O

to respond by pressing one kdy to indicate agreement or an alternative key
. 0

[y

A . @ " .
to indjcate disagreement with the mach{ne-proferred answer,digit. If. he

-

-

rejﬁ%ted the proferred answer and was correct, the computer résponded_by
. j . .

changiﬂ? the angswer digit te the correctfvalue. In én& case the digit for

the next column was then displayed. /After‘thgggubject hag completed the

% 3
exercise, "the qpmbuten marked the incorrect digits in the answer row with
Y 3 :

- <

slashes through the numerals and the correct digits were,ﬂiSplayea below

them. After a fiVe—secondQ?ahSe, the nexé exercise'was displayed. - This

3 "\o L ‘ .
procedure was repeated until all 60 exercises had been completed, at,

\’
t \._' Y

.-




: I
which point the computer informed the subject of the number of correct
\ ) .
answers and the number of exercises in the session-

_In this study,. the subjects were not allowed\to delgté an answver

digit once it had been selected. Also, there was no explicit display of
" .

borrowing or carrying informatiop, and no provision to allow the subjects

-

to externally .record such informationd

2.4 Method for child subjects

The purposé of the study with children was to test the
A ¥

effectiveness of the algorithm used in the initial register- machine model

1

ésaé predictor of eyecmovement performance.

The subjects, two 147year-old3girls and two ll-year-old boys; were

) kY R / - ~
selected from a pool of volunteers on Q&e basis of the ability of the

\ .
DPIET to successfully track their eye movements throughout the\displaxx

This required subject§ who could voluntarily limit head movgmént

and whose pupils wére relatively large in the testing situation and .

space.

unobstructéd by drooping eyelashé% or by drooping upper eyelids.

The ‘children’s, curriculum con§istedﬁof 1000 exerciséé, of which 600

were addition and 400.su5traétiop exercises. They were divided into blogks

of 100 exercises, composed of 5 randomly geﬂerated items from each of 20

specific preretérmined arithmetic exé%éise structures. Withiﬁ each block, *

the order of pfesentation was randomized; that is, i?r each position in the
set of 100 exercié:;//a uniform distribugépn over the remainink exercises
was sampled to chodse the next exertise, without replacement.//The 10 blocks

of 100 exercises were then concatenated in a single orderiné so that each

subject would complete some initial segment‘of the same ordering.

t

See Appendix B for a listing of the twenty arithmetic structures

used for the children’s curricdulun. . ’ P
' \ . .
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d- to fourth-grade range ofigttficulty as determined by standard

4 N ¥

Ametican arithmetic eurriculums and studies,'which are'in'close agreement
ok ' . .

<% on this topic. Within this range of diffiCulty;Aparticular structures were

@

B
. selected to represent the range of difficulty ordinarily encountered at

v

. this ‘age level (ten to twelve,yea old). . N ' .
* . I J
- . The.eduipment and seﬁup/gzj the children were exactly the sarte

¥

s general more difficult’with the younger subjects than with the adults.
y

as }or the adults. The procedures used were similar to those for adults;

-

we note some important differences below.

«

!
/

Ca@ration of the sugj.ect to the eye-tracking system wvas, in

One problem was that the calibration procedure was fox the subjects both

v

- "’J’
‘time~consuming and attenti0n-demandingw The children were less able to

hcope with these demafids than were the adults. We report below in -more
detail gn studies conducted with'the aim of lowering the den@hds of time
and effort placed on subjects'during the calibration phase. -

£ Since the largest of the children’s exercises did not £i11 the
. i é: “' : < .
- 13=cm X 13-cm display ‘space, their eye-tracking responses were calibrated

0 . . . 14

using a‘smaller, relatively centralized, 8-colurmm by ll-row rectanyle‘of
points which encompassed the display field in the children’s exercises.

F

4This matrix bf points excluded the more difficult-to-track perfbheral

'92calihgation points (in particular the “corners) of the 11 X 11 array and
NEPETT ——

also significantly reduced _the number of calibration points to which the
subjects had %o respond during the calibration procedure.

~In the children’s sessions each exercise'was first displayed

without any proffered answer/digits. The subject pressed any key to

The addition and subtraction structures were selected to be within ‘

't
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indicate that he had mehtally completed the arithmétic operations on the

5

s

first- column and wanteﬁ'to~see the two possible answer digits for that

columm. Two digits,'selected at the time ‘the curriculum was generated,

~

then appeared onﬁthe display. One °§E§he digits was the cor;ff% answer and

the other was false, chosen on ‘3, random basis to be one digit greater or
. " R N

one digit smaller than thé .correct answer '(again with 9 < 0). The proper

gigits were displayed below the answér cell in the current coiumn,gwith the
. , . .

smaller digit above the.larger dfgit. By pressing the distal key of the

v

)

. keyboard the subject indicated Jiis choice of the upper proffered digit.

A} -

Or, he indicatéd his selectioh of the bottom profferéd digit by pressing

P

the proximal key. 1In response to his selection, the computer erased the

4 £

v

, two profﬁergd'digitq and entered his choiée in the answer cell.

. _Upon completion of each exercise, the computer drew a slash

r

through each incorrect digﬁt and displayed the correct digit below ita

L}

< A check mark was placed to the left of the answer if the exercise was’

answered correctly. When the subject was ready to proceed to the next
exercfée; he tapped any key. The computeg responded by erasing the display
and presenting a centralrfixation cross. The subject was instructed to

v .

fixate the center of this cross and then to tap any key. The computer

] B

id

,then presented the next exercise.

o

. ' ) When subjec;s.had~hompleted ten exerciseé in this fééhion} theyi:”

‘ were allowed to get of f the bite bar and rest. Most of the children’s
sessions were 50 exeracises long, though a’ few sessions were shorter, i.e.,

.
o~

4
40 or [30 exercises. The: number of exercises answered correctly was

-

displayed‘at the end of the session. No ¢redit was given for partially

correct answers. ' . i /

t !

v

N




’ output voltages at 2-msec intervals and to locate the fixation point.

i

{ . ‘ ’

2.5 Study of Calibration Procedures . '

. A typical problem %8r.eye~traéking devices is that the point of
\. - . . [
regard as estimated by thte eye~tracker may not agree with the subject’s .

- . ¥ )

own impression of his point?of‘regard. The PERSEUS systen is desigged to

bring the subjective\and objective estimates of the point of regard into

close agreement. This is accomplished by having the subject look

-

successively at eaéhlof 121 calibration points distributed throughout the .

- 5

trackable display space.‘ The CALIBRATE program displays th 11 X 11 array
of .calibration points in, CRT mem;ry mode. Ié then causes the cﬁrreﬁt
calibration target point to be brightened as an indication to the subject,
that fﬁ;s is the-poi;t to be:f%xatéd- .The subject is instructgd to

fixate as cldsely as possible the brightened point and, when he 1s N

subjectively satisfied Qith his fixation, he is to tap a key, which causeg

the computer to collect 100:samples of. DPIET vertical and horizontal )
\ .

The coordinates of both the djisplayed calibration point argl the computer- ~ ,
i =
estimated point—of -regard are then stored in a CALIBRATE file and displayed

LS R —

on a separate CRT viewed only by the experimenter. If, in the experimenter’s

judgment, the subject’s fixation response to one of the calibration 5

-~

3 1)

- points appears to be grossly out of line with other local respoﬁ%eg, the

3

experimenter can cause the calibration target in question to Be brightened

-

—~ : -
again so that the subject can re-fixate it; this type of recalibration of

a.'target point adiomatically e:aées'tﬁe.previous recétd for this point.

‘ - »

1 s

On the #ssumption that the normal subject is more likely to be correct

abéut the location of his own fixation, his subjective impression being ) R

G -

-~
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Ehgt he. 18 looking directly at the current fi??gion point, the target
‘ .
. point is taken to be the best estimaté of the trug point-of-regar@dl and the

computer—estimated point—of-reg§rd, if systematically different, is

P . ‘ .
distorted by error. The difference between the two estimates is used to

- .

, generate torrections for the eye-tracker data collected in the subsequent

I3

. “f
experimental session. The matrix of calibration points routinely used in

/;;x/’ expetiments with adult subjects’g6;;ists’bf 11 rows by 11 columns--with

a two-degree seﬁgfatioﬁ between adjacent rows and between adjacent columns—-
and for this reason the calibration procedure is somewhat taxing, =«
/,/pérticularly for the young sub}gcts. Thus, there is substantial

>, motivation for reducing the total number of calibrétion points to”

» minimum and for mimimizing the need for recalibrating.
. N

The way that PERSEUS uses the 121 sets of objective and subjective

coordinates of the calibration session is to fit the computer-estimated
A " . . i :

fixation\coordinates to the corresponding target display coordinates

* using/a nonlinear regression. The result is one correction surface for

horizontal eye-movement components and another correction surface for
. ’ vertical eyejyovement components. These®*filters are uses by the REPORT
‘program to correct the eye-movement data obtained in the.related

experimental session. PERSEUS has the capacity for computing regressions

. - ’ )
for models with up to 35 parameters, including powers of terms through the
S .

sixth power. Using all 35 parameters, large Teductions in the residual

-

error for the correlations of LAG 0 gre obtaiﬁgd.

Our goncern was to find a siﬁ%le regression model which would
. i § ]
provide adequate predictions of the corredtions needed. We assumed
- “ ‘ -
initially that,, with 121 data points avaifable and with a usual predictively
v, . . .

[ f F 4 * h .
> N .
.

N
o
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. sound ratio of about L.parameter per 10 data poi%ts, a regiession model

. A

‘with 12 parameters should be fairly satisfactory.” However, our main

-

est was not in finding the optimal model for prediction, but rather

3

« to ensure that the nmodel we used was adeduate for the discrimination task

ca{ifg/{;r irf the experimental design. Essentially, we were conterned to

i
.

be able to identify®in which 2-degree X 2-degreg cell a subject ‘s fixation-
is contained; out of the 100 cells in ‘the display space.

We decided-to test.three models of six, nine, and sixteen

<
parameters respectively. By a 6-parameter model, we mean one which
’ .
. AR
uses six, parameters to detePmine the correction for each coordinate. A
7 - h
. . Ve . '
related 6-parameter model is used to determine the correction for® the

»
.

coordinates in terms of the Euclidean distance reasure: [(x-x’)2'+ (y--y’)'2 1/2

which we denote by d. The models for the x coordinate are presented

belo%, with (x,y) indicating.the target point and (x”,y") indicating the

respondg® point. : ZA L “ )
4 ]
A. The 6-para;;ter model (
. ~ 2 2
, | X - X =. b0 + blx + b2y + b3xy + béx + b5y + e

B. The 9-parameter model

x -x"= b, +b % + b,y + bxy + bax2 + bSy2 + b6x2y

0 L 2 3

2 2 2
+ boxy” + box'y" + &

- C. The l6-parameter model .
% ~%" = b + b,x + b,y + b.xy ; b x2 +b y2 + b xzy
0 1 2 3 4 - 5 6
2 2.2 3 3 3:2
, + b7xy + b8x y- o+ ng + blox y + bl}x y

. +
33 2.3 3 3
+ b12x yo o+ b13x y~ + blaxy + blsy + e

- ~
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Wa used the .data co%lecfed in ten calibration“sessionsain order to

\

. test the three models. The &alibration sessions that we considered are .

- *

labeled in the tables below as: 2D, 2E, 3A, 3B, 3C, 3E, 4A, 4B, 4C, 4D.

Each of the ten calibration sessions preceded an experimental sessibn":
: s

in which,this adult %ubject performed exercises in arithmefic. The numerals T

. . ' .

refer to the day of the session, and the letters to the sequence of sessions
. in a particular day. JIn other words, 3A, 3B, and 3C refer to the first

»

—
three calibration sessions on the third day for this subject.

These data sets were subjected to three separate analyses. The
LY

¢ ) .
first two analyses were used 'to select a model,land the third wvas used to

*
2 ~

t 4

£
better gauge the predictive capability of the selected model.

<
- ¥

2.5.1 Test of Explanatory Power /

The first test was to' look at- the sum of squared dif%erence between
the correction needed to put the recorded point on target and the
correction as datermineg by the mddal- This difference of differences
serves as a measure of the error after correction by the various models.

Thé‘data obtainéd for the x and & coordinates and the measurg d ds ’
e o

contained in Table 2, below, labeled "Sum of Squared Differences -- Lag 0."
. LN

. S /

As one would expect, with increasing number of parameter& the sum of . .
squares decreases- However, .investigatidn of the regression coefficients TN\

« in both the 9- and lé-parameter models, shows that coefficients which have

~
-

significant t-statistics for the 9-€713@eter modil are not signififant

.

in the l6-parameter model. 'This loss of significance might be an

[

indisation that over-fitting is taking place in the 16-parametér model.

It may be seen from TaEIEj? that the fajority of the values lie
between 0-8 and 2.4. Values in this range, then, may be taken as a lower
i . ) [ '

bound on the eérror we can expect when actually predicting coordinates.




&G
\ 34 . & Lt
. 4
’ Table 2 . . s .
i B \ h
o Sum of Squared Differences -- Lag 0O ’ .
Coord- \sessio'r:{, o
params . -
' , ) &
| 2p 2E . 3A 3B 3C 3E 4A " 4B 4C 4D
x-6 | 1.05 1.31 2.48 1241 1.45 .1.31- 1.87 1.24 2.32, 1.32
! ' R
x-9 |-1.03 1.18 2.47 1.32 1.34 1.16 1.80 1.06 2.14 1’19 .
x-16] 0.83 0.90 1.76 '0.99 '0.99 1.00 1.36 “0.84 1.53 0.84
[ > T - 0
y-6.] 2.70 2.83 2.23 2.09 2.40 1.47 .2.00 1.50 2.19 2.63 -
o )
y-g I 1'99 1-99 1~80 1‘62 1~67 0~83 1~43 1-20 1‘39. 1~74 ’ 4
I's ' ‘ ' '
y-16] 1.80 1.74 1.44 - 1.49, 1.59 0.76 \ 1.15 0.98 .1.13 1.57 . )
5 " d-6 | 2.40 2.84 "5.56 1.66 1.46 1.71 1.59 1.20 2.74 2.55
I , )
a-9 | 1.83 2.00 1.26 ~ 1.43 1.17 1.42 1.57 1.08 1.94 1.67
| - .
e d-16] 1.68 1.61 1.11 1.03/1.04. - 1.01 1.31 , 0.65 1.10 0.91 )
========&==::=========== ————————————— =————==============q============a=

[ - ¢
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2~S:23rTest_g§ Inter~session Prediction

The second——and more cruclal~-test was to make g similar comparison

. : - .
. s of ideal correctionsg' to.,model~predicted corrections, but across sessions.
\

' . .
» "In this test, the parameters for the model are estimated by regression on
L] o -
the 121 data points from a session and then used to predict corrections for

the 121 data;points in the next seééion.' In some cases she comparison is

across days, but in all cases the gsubject hgs.go?ten off the bite bar

-

between calibration Sessions- Since we expect some slight change in the

P oy

subject’s head’positién in the DPIET to result from the subject’s getting

off and on-the:bite bar between calibration sessions, this is a severe test

.

- of the predictive abilities of the model. See Table 3 for the sum of

squared correction Hifferenées, lag 1. ‘ -

.

Surprisingly, the l6-parameter model did clearly better than the
f 3 \
9-parameter model at predicting the corrections for subsequent 'sessions-

L .
Qut of 27 comparisons between the 9- and l6-parameter models, the

4 <

9Zparameter model 1s superior in only 8 cases: prediction for session 3B

by regression on 3A for x, y, and d; prediction‘for 3C by 3D for y aqé d; ’ . k
prediction for 3E by 3D for x and y; and prediction for 3A by 2D for n.l . \e>;—;;::A
Less suébrisihg is the éelative flatness of performance over the range of
‘ 6’ to 16 pa.ra&gers. ’ ~4 ’ '
~ If the choice of model were to be based ;trictly on this test, the

. .

l6-parameter model would be the obvious choice. However, we felt that

the small difference in performancé on the test gave us license tp consider

i

other factors. One of the factors was the loss:of significance of

parameters when using the l6-parameter regression. Another factor was
N .
the low prior probability assigned to predicting better with a model of

.

more thaﬁ/JZ'parameters. Finally, a factor related to the second was

L h ~3

[

Q \ . -

o
(op)
\
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pe i Table 3 T\>‘
- ‘ r'd
- . Sum of Squared Diffeences -- Lag 1 ,
Coord- \ sessions .
params . :
N \
2D-2E 2E-3A 3A-3B, 3B-3C 3C~3E “3E-4A 4A-4B 4B-4C 4C-4D
x-6 | 4.68 5.84 6.21 = 3.12 2.30 8.58 2.56 5.68 . 2.21
A ‘
x-9 | ~4.54 6.01 6.22 2.99 2.12 8.60 2.44 5.60 2.16
| :
%-16 |  4.45 5.53  6.30 2.7 2.24- 8.30 -2.38 5.36 2.07
\ . , L o
y=6 | 5.40° 9.29  2.91 3.43 1.96 - 5.57 2.38  4.02 3.9
n T \ ‘
y-9 |  4.59 8.91 2.50 2.80 1.40 5.36 2.11 3.21 3.04-
| A
y-16 |  4.43  8.64 2.57 2.83 1.47 5.35 1.95 2.97 2.95
d-6 | 5.31 4.66 -2.94 2.16 2.25 182 1.76 5.50 3.18
. . .
d~9 |  4.54 5.00 2.90 1.95 2.04 2. 1.70  5.13  2.43
| .
d-16 | 4.31 5.06 2.9] 2.15  2.00- 2.08 '1.52 4.70 2.03
i b
<
4 P
] - t
I3
R
..
(4
, ¢
\ .
A
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the possiblity of heéding to use fewer than 121 data points in calibrating
. — .

children (as indeed turned out to be thg pase). For these reasons, &s\x

lter

-

decided to use the 9-parameter model in computing the corrective fi
B \ ‘

to .be uged in the scanpath analysis of all the experimental data reported

here. ’ ) -“ . .

Another impaftant piece of information to be §1eaned from Table 3
is.a' sense of how well we could do if we did not calibrate a subject each
time he-gets on the bite bar. To give a better sense of the performance of

. [ . ' ? N
the models as exemplified in Table 3, we provide a rough conversion (see

1
[ -

.Table 4) from sum-of ~squares error to minutes of arc in visual space.

' Considering that the cells in which we are trying to place

fixgtions are two degrees square, and that the visual symbols are

>
generally centered in the square, we believe that the error generated by

not recalibrating after a subject leaves and then remounts the bite bar is

-

acceptable, though not desirable. It is only rarely that the error could

be expected to be more than 20 minutés of arc, which means that when the ()

corrected fixation is in the central half of the cell, we can Qg Qirtually

certain that the  frue fixation is in th'e ceIl. We made use of this result .

‘when 1t was decided that the child subjects Yould need to rest off the bite.
. . - ' -~

bar periodically during arithm%fic segssions.

\

. .
. 2.5.3 Test of IntrarsessfathredicAf;n -
»

L4

>

After selecting the 9-parameter model on the basis of the strict

lag-1 test, we wanted Eg_gg;—eome idea of How well we could predict

of a session but while the subiéggi:

- 3 »
0

corrections after'gyu% calibration'par

was still positioned on the bite bar. would give us the best sense of

. ) o -

v
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s . s )
. | Table 4 /
. able )
‘;3 * Sum of Squares Conversion to Minutes of Arc
< .
‘\
Sum of Squares . = Minutes of Arc
" ‘ 1.00 - 8.0
. 2.00 - 10.8
. i
‘. 3.00 - 12.4
4.00 - 14.8
. ]
5.00 - 17.0

6.00 - 20.0




G

= L4

-

- . To make this test, te used the first half of a calibration session

(61 points) in a rggress}on to estimate the.parameters in the 9-parameter

e e N .

Q PR e F

model. We then applied the model w1ﬁﬁgzstimated parameters to

t

the last 61 points (one point was used twice for éonvenience) of the

v

calibration session. The spatial distribution of the two sets of points is
roughly equivalent for our purposes. ‘ _;;’/

Table 5 shows both 'sum of squares (SS) of ddfferences (as fg’$ables

N

. 2 and 3) and mean absolute deviatfqng. The mean absolute deviation (MAD}
i : .
is the average of the absolute value of the difference between the

. A
correction needed and the correction determined by the model. MAD’s are
much less influenced by the lapgé residuals produced by outliers than the
sum of squares statistic. Thus MAD's give ia betéer apﬁraisal of the

general fit, while A38°s give a better appraisél g? how well outliers are

fit by the’mode ‘

-
In orger to obtain a rough comparison of the results in the third
4
test with the results fin the first two tests, we can multiply the SS

A}

. statigtics in Table 5 by two _in order ‘to compensate for the difference in
-

\
- N - * N ‘
¢ size between the data sets. "The same procedure can be used to estimate .
¢ - b ’ '; £

minutes of arc from the SS statistic, using Tables 5 and 4- It will be & .
seen that two times the SS value in Table 5 is grdater than 4.0 in only -

‘four cases, y and d for, sessions 2D and 2E. ) Thus,| by this procédd&e,

. 3
¥ .\ ™ )
we conservatively estimate our within-session acc

é o =
~ approximately 16 minutes of arc. *

acy as_being

4

From a comparison between Tables 5 gfd 3, we see that intra-session’

‘vgriation accounts for more than half the correction error. This gives

-

(A
W

"
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- Tab1e5 -
\ ) .
. Sum of Squared Differences and Mean Absolute Deviations--Same Day i
x~-Coordinate y—booi’dinat:el Fuelidean Distance (d)
| MAD, SS MAD, SS MAD, SS
session - et
2D . .046, 0.80 .073, 2.21 .072, 2.06
. - - PR
2E, -060, 1.22 -089, 2.71 .081, 2.21°
3A .05T, 1.33 063, 1-70 .049, 0.82
3B .049, 0.90 . -079, 1.98 .048, 0.86
/-‘ . h . .
3C .052, 0.97 .057, 1.83 .o((.s, 1.24
3E .051, 0.93 .043, 0.72- .052, 1.01 '
: . -— .. -
- LA -048, 1267 .054, 1.38 -048, 1.35 }
48 ., .039, 0-70 , 050, 0-99 -040, 0-66 muy
4c .051, 1.51 .‘fgl, 1.05 -040, 0.90 o
A Py b \ “ ﬂ «
y ) - f - ' e -
<« -
» : ¢ 5 '
. - - > \
.\ -
0*’ x -
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N beginning of a session, even though the subject may dismount_ and remount
' the bBte-bar during the session. . . : ‘
- . ‘ )
' 2.6 - Problems -Encountgred o =
. - 7 4 , .

Ny 2.6.1 Problems with Suﬂjects'e

We had several serious problems in ggthering'da{a fr%p young

g%"children, and these problems in turﬂ made it difficult to gather as much

data as we(;;ulg have liked from thé students of the Ravenswood School

q . . -
District. One Jf the reasons for sélect%ng the Ravenswood District was

N . its high proportion of minority students. Only one of the subjects for ‘ "

Ed
[ 4

* which we have a large number of observations was a minority student from

that dfstfiqf- ) ’

- 7

~

_There are several problems in tracking the movement of young

<:§? ‘ children’s eyes with the PERSEUS system. Lids or lashes obscuring the

eye are one sort of problem. - Dark eyes, whieh abgorb more of the incident

-

light and reflect less are anothes problem. In general children with
* 3 .
. obscuring lids had to be excluded, while those with obscuringflashes could

sometimes be, used if they first curled their lagshes out of the way- Dark a

+ +

- eyes simply cerbated any other problems which may have been present,

o, decreasing the 1jkelihood of a successful session. ' el L
7 : .-
By far the largest difficulty with very young children is the Y
. * o€ N

. attempt to use a passive restraint system- Although sounding formidable, 'M//;)
, i

the bite bar merely provﬂHEE/?ﬁg\iifling subject withs a base to help keep -
. . . * ' . \

- steady. 4E§ning on the bite bar can sufficiently disturb its orientation,
) . - _

and excessive movenent of the head around the bite bar, or excessive e e

E‘? s ’ ’ . »‘.i-‘;:;j 5, . N
movement of the body in the-chair, are both possible and capable: of !

.

L] | . R “ . -
- ] ! cggsing loss of track. Many young children, around thé age of eight, seen’
. ' & . . )

< . . -




%
~ ° 4
\\5\‘We~cpllectéd“and analzifd data consisting of more than a quarter of a

-

system up, let alone ‘keep them in track during a session.

tOur chief‘difficulties with subjects- over the age of nine were

— v

equipment and software problems. These are described;nore fully'in the

éeetion on equipment.

’4}

We began with adult subjects from Sténford, and ‘had little trouble
[ vyt

I

gathering data. We then attempted sessionsxwith a very young child (eight)

which convinced us to work slowly down beginning with. older children. .
Most of our attempts to gather data from eiphth—érade's in the)Ravenswood
dist??ct were thwarted by what later turned out fto be a problem with the
‘finettuning’ of the SRI eye—tracker- The defect which créated small

errors in monitoring adult saccédes, resulted in loss of track with the

children:h Only a very small amount of data was ,gathered in this period.

b
S

After the eye-tdacker was serviced by SRI,-we were able to work
‘ [ 4

. more successfully with children: It was during the summer of 1980 that

_most of the children’s data was collected. It was at that time much

w_’

?
easier to make arrangement, with children from a Palo Alto sumner school

I

program, and we tried several.volunteers, eVentually gathering data from
l

two fifth—graders- We were also fortunate in that one of the’ eighth-
graders from the Rawenswood District agreed to return to.allow us tg)b
v . i \‘ X »

~collect substantial data on her eye—moVements. )

The data collected from individual subjects is massive in character.

million -eye fixa:ionsf




2.6.2 éroblems.bith Computer sttems ,
There were many problems with the hardmare and software gor the -

system we used. The basic task we faced was the merging of an already

complicate: eye-tracking system with tWo other computer systems used to

present the curriculum. The hardware communication problen was solved

>

by the design and implementation of an digital asynchronoys receiver-
_ transmitter (DAR’I‘), which acted ad a &munication switch, controlled by

the PERSEUS system. In normal mode the IMSSS KI10 computer system
"*, . o »
could communicate directly with the EIMLAC PDSI1 system, in order to load

.

programs into the KI10 and PDSI- When experimentation was to start, the,

.« e

ﬂ,;(v'

PERSEUS system could set the,DARr to‘intercept all communication between

the KI10 and the PDSl, sending instéad to PERSEUS. PRRgbUS could then

process the communication, and send on appropriate messages to the )

. » >

PDS1 or KIlO as needed. - yo "
. '9'@,4; *

Software protocoigfzor COmmunicating bet¥een the KI10 programs

and the PERSEUS programs had to‘beﬂgenerated, as well as means for

transferring data from the "PERSEUS system,to the KI10 system for further
: o -

~~

analysis. ; f)@g {‘,) .« .
z .

Additional‘software design and implementatidn WOrk also went

\n,'l}

in to overcoming timing prdblems in the presentation of the curriculum.

v

‘ -~

Fhe KI10 is a timesharing system, and inevitably c:eated delays and

inconsistencies in the timing of the presentations. Adjustments Vere

3 [l

required in theqcurriculum compilers and interpreters and in the display
S . }

programs on-the PDSI to minimize the effect of the tinesharing environment-

@

r ‘J ..
The keyhoard for student_use alse presented a host of problems.

! s

We originally expected to:use a custom-built keyboard in conjunction with

-

»
e
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a switch controlled liéht and a half silvered mirror. The pu;poé% of t@;

-

proposed arrangement was to let the subject see both the keyboard and the

display. With the light off, the subject-w6ald'%ge the display through

4

the half-silvered mirrof, and when°thé subject used the knee or foot switch

. .
- M [

" to turn on the light, the Keyboard wquld be ‘reflected in the mirror, and

the display-would .disappear.

4

. \
A special sized keyboard ;as designed, built and prograrmed, and

many version® of the abdve-described system were set up and abandoned- It

- was finally decid that the half-silvered ‘nirror interfered with the
3 1
display imageA0G0-much, and that the light ;nterfered with the eye-tracker.

\ - ' .
Further, the system was quite complicated. The alternative of having the -

subjedt use fewer keys which co&ld be accessed by feel, required changes
. -
in the curriculum présentation software.

[y

All of these software and hardware problems caased delays which
‘put off gathering data from any sdbjects. A further problem caused delays

in gathering data from children. That problem was a maladjustment in the

[

SRI DPIET eye-tracker. The main effect of the ﬁroblem for aﬂulté was

an over-shooting of the target i;';accades. With Ehildren,vthe effect was
ag increased probability of the tFacker losing track. When the DPIET was
adjusted, the problem was entirely corrected. Still, additional work was

needed to change the calibration routine for childrem, since tracking

- P -

children at the'periphery of the twenty degree field (Wwhere there were no

-

experimental gtimulus items, however)‘remair;ed difficult. - “

¢

~N
(S
T

-«

*r
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3 Results — - . \

% s N -
We have divided the results into two-main sections-

-

deals with the analysis of fixation durations.

The firsEJ
Here we examine in some

detail the probability distribution of,fixaEign durations and also

.

sequential effects of one duration on another, as_ﬁLll as context effects

‘of position in the exercise, etc- In the sgcond section we examine the

-

‘random-walk for the direction of eyegmovement described earlier in the

theoretical gection. '
J

¢ 3

3.1 Analysis of Fixation Duratioms .

-

The question of whether the fixation durations follow an'exponentiaI'
distribution is of special interest, for this is a consequence of our

simple axiom of fixation. This consequenc®, if true, would have

”»

far;reaching implications about the p;éEE?s underlying these durations; as

b4 -

we stated earlier it implies that the process giviné rise to these .

durations .is without memory. Also, exponentiality implies independence of

the fixation durations on any features of the exercisecheing performed;
' * Y

such as the point of regard of the fixation, the sum of digits ip the
7

colimn that is being processed,

or whether .or not a column had a carry from

L4

the previque column.

These implications were tested across .students.
LY ’ ‘ . .
the exponentiality is easily shown not to hold if we do not include a

We mention that '

delay parameter since the fixation duraﬁgons are necessarily at least

26 msecs long by definition, a number chosen after preliminary ana'lysis, of

L

t:he dat:a and believed to be consistent‘th other gye-movement dat:a and

analyses. The data are not highly sensitive to the exact number chosen.

. -
- v
.

1,

. »
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- A ¢ L] +
The process of interest is then thought of as having two components, a
t -

fixed waiting time, followed by a process with exponential waiting times.
Therefore the delay parameter has to-be estimated. Since we are typfcally R
dealing with large data sets of many thousand points (typigally about

4,000), it is certainly sufficient to estimate this parameter for n data

points by taking the minimum fixation duration and rultiplying it by n/(n+l).

An immediate but weak test for exponential;ty;}g the closeness of

the mean.to the standard defngiah which are equal for the exponential

B
<

distribution (but a;e'also equal for many other distributiong).

We have the following table of means and standard deviations in seconds. -,
(Remember the @inimum muitiplied by n/(n+l1) has been subtractgd out.) In
this table, KJ and JF refer to the adult subjects, JM and CJ to the
eighth;grade gi;ls, and CH aﬂd JU to the fifth-grade boys. The numeral
following the two letters refers to the number of the session, hugpered
separately for the addftion and subtr;ction sessions--referred to by A
and S, respectively, aftér the numeral--for the twe adui& subjects.

It appears .that the stahndard deviation is almost always smaller’

than the mean--there are only fivevcontrary cases. This indicates at least

. ‘.

two possibilities. One possibility is that the tall of the distribution is

thinner than that of the exponential. The other possibility is that the,

¢ - T

mass -which for the exponential distribution would be near zero has been

~ .

shifted to the right. We shall return to fthis later.

¢




RKJLA
KJ2A
KJ3A
KJ4A
RI5A

v

KJ6A

£
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Table 6

Estimated Means and Standard Deviations of Fixation Duragion

m
-3378
-3338

.2918

-

.2168
.2834

.2553

RITA ,_-2316

KJ8A
KJ9A
KJIOA
KJl1a

KJ12A

KJ2s
KJ3S8
KJ4S
KJ58
KJ6S
- KJ7S
KRJ8S
KJ9S

. KJ108

.2379
.3210 77
.3232
<2784

2711

\ Y

.2527
.2368
.2668
.3237

.2582

for Individual Subject Sessions

—2032—

5

++2300

S

.3204

'3142

.2652
-2146
-2659

.2261

.2048
-2933
-3014

.2586

.2629

.4268
-2053

.2227

.2838 .

-2440
.1336
-1689

.2215

JF2A

JF3A

JF4A

JF5A

JF6A
JFTA
JF8A
JF9A
JF10A
_JF11A

JF12A

JF1S

JF2S

JF3S

JF4S
' JF58
- 1765

JF78

J¥8S

JF9S

JF10S8 .-’

o

*

.
.3020
.2796
.2835
.2615
2721
.2293
.2675
.2694
.2213
3027

.3008 -

-2795
-2768

.2807

.2985

-2903 .

.2873

.2829

.2982

-2713

.2460
.2300
.2227
-2262
.2232_
.2219
.2248
12217
.1972
.2730

.2479

+2094
-1990
.2183
-2466
.2214
.2353
-2432
.2386
-2438

.2158

I




Table 6, continued*

MIB - .2048
CJ2B  .2714
CJ3B :2@53
CJ4B .2390
CI5B .2552
CJ6B .2601
ciip. .254;
CJ8B .2429
c398 .2671
cJI0B .2987
CJ11B 26267,
CII2B . .2495
.CJ13B .2512
N .

JUO1B 1661
JU02B .1516°
JU03B L1571
JU04B .1746
oss 1507

AN

+ 1802
1978
.1639
. 1602
1746
1761

1695

.1800
.2025
1726
1794
1764

.1736

.1596
.1531
.1559
o625

*+1592

48 "

CH1B
CHZB
CH3B -
CH4B
CHSB
CH6B

CH7B

JUO6B
JUO7B
JUO8B
Juo9s

JU10B

K]

.1572

we w1422

i
<1428

<1444
~1493
+1408

<1424

-~

<1450
.1380
+1421
+1461
-1412

-1324

1420

v
1528 €7 1490

.1611

<1473

.1868
% ’

-1843

1670
.1603
.1854

- .1921
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The second test concerned the ys
follows where d

average.

i

3.1.1 "Correlation of Successive Fixation Durations
full session’s for the adult subjects. The statistic can be written as
n

LI (d - d)(d
1=2 1,
&

{

durations. -We show-in-Tdble 7 the auto-correlations of lag one for
i-1

n

-d) { sqrt[ (

-2
i=1
~4

représents the ith fixation duration, and d their
i

durations in ‘each session.

n
I @d-d)) (3 (d

-2
- d) )]

1=2 1i-1
L3 <
~

4

The second row of data in Table 7 shows the actual number of fixation
in the number, especially across subjects.

-+

As is evident, there is considerable variation
The data for JF seem to have a small negative cbrrelation, if any at all.

For the data of KJ it seems-that ;heré‘is a 'very small positive
correlation since 15 out of the 17 sessions have a positive correlation-

v

Y

i
»

Overall we may concludé~that there is really n0'significént effect of t
therefore consistent‘with the (delayed)

ponential model.

he

™~

length of a fixation on that of the successive Fixation: zThis findiné is
i

3.1.2 Chifggﬂage Test of Exponential Distribution

’
>

x

‘To further evaluate the exponential model we decided to use a more
global test. In standard fashion, we divided up the range of the

i

AN

nearly constant.

1

distribution into n intervals, determined the number of data points

that fall in each 1nteryal, denoted n o, where 1 denotes the ith

intervai, and determined the expected- numbeg of data poihts
i

The statistic
e

~.

\L
in each interval, denoted exp . The intervals were chosen in order to have
’ 2
g(n -exp ) / (exp )
i. 1 i
8 .
L

has an

rrelation of successive fixation

-
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asymptotic.chi-square distribution with n-2 degrees of freédom,‘because

the final cell is determined from the n-1.previous cells, and we must

s i
- -

: - estimate the parameter of the exponentia ribution. We tried this
test on the addition aﬁg subtraction files, with resultg at least

as pessginistic as those tabulated below, on nine degrees.of freedom-

3

JF2A  JF3A  JF4A  JFS5A JF6A JF7A  JF8A - <

1127- 1316 861 848 998 1119 1080

+
A

’ , :
From Table 6 and these results it was clear that the simple delayed

exponential model was not going to fit well. Ve , \ Jf

K

- 3.1.3 Alternative Models

]

. - Elimination of possible coﬁkaminanis- Four methods of altering the

¥

models were attempted. First, it is possible that the data are contaminated

L with nonfixations or saccades. Assuming that these contaminants have an

exponential distribution we can estimate a ﬁixing paraﬁeter, which

indicates the dégree of contamination, and two exponential parameters.
] . 4

This model was not attempted but was replaced with the following model

b
. ™ which was computationally easier to implement. If the mass of the S

. : o
’ P~—gistribution of the tontaminants is probaﬁilistically nearly disjoint .

from that of the fixation durations we could then guess a cutoff point
‘ 4 v -
and egamine only data which were greater than that point. —
¢
Random delay. Second, it is possible that there is a process

L] .
which causes a delay that is not fixed but random. Assuming that the

distribution of the delay is also exponential we need to estimate two

4 W

parameters of a distribution which is thg»convdiuéion of two exponentigl q .

distributions with different parameters- -4 - ‘ +

(U4
F‘h
~
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TaH{i‘]

., Estimated Correlations of Successive Fixation Durations

JF2A JF3A JF4A JF5A JP6A JF7A JF8A JF9A JFI0A JF11A JFI2A

correl .032

count 4723

KJ1A
correl .022
count 739
JF1
¢orrel~.022
coulit,, 2686
KJ2S
correl .027
count- 3172
JMiB
corrél .090
count 2561
CJ%B
correl .060
count 1383
CJI1B
correl .018
count 1095
JUO1B
correl .043

count 3427

for I

~.046 -.0608%-.034 -.029

4698 3114

KJ2A KJ3A KJ4A KJ5A KJ6A KJ7A KJBA KJ9A KJIOA S_LLA( KJ12A

‘056 0027

5583 6406
JP2S JW38
~.050 -.018
2292 _2317
KJ3S KJI4S
.008 -.037
3362 2917

CHIB CH2B

~,
2y

.120 -10§
5146 4163
CJ3B CJ4B
.070

B

1605 %1564

2059

\
CJ12B CJ13B

<031 .047

1196 1045
JU02B
.086

‘\32«28

i.050 -.049

ndividual Subject

-048

3933 4359 4629

.085

P

6762

-071 .03t

8194 6304

JP4S JF5S JF6S

-.017

2574 2467 2353

KJ5S KJ6S KJ7S

-.053 '.018 .156

2678 2918 4842

CH3B CH4B CHSB

<125 .139 .077

3297 3482 3799

.CJ5B 'CJ6B CJ7B

<094 .059 .066

1221 1381 1206

«*

Sessions y

.005 -.014

4435

4790

016 -029

6616 6916
JF7S JF8S
014 -.036
2322 2218
KJ8S KJ9S

.035

3814 3
_"CH6B CHTB
Jd14 .132
4981 3658
'CJ8B CJ9B
.041 =-000

1361 1395

<040

5789

~.032

4624

JF9S

-.005
2435
KJ10S
.032

4H4

2883 2894 3091 2710 3149 . 3420 3494 2890

+037

4523

-011

6108

JF108
-040

2312

JUO3B JUO04B JUO5B JUO6B JUO7R JUOSB JUO9B JU10B

.081 .094 .098 .096 .079 .IOT" .096 .097
~~

.0146

4954

\
<034

6206

041
6521

-
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Gamma distribution. Third, it is possible that the fixatjiefis are the

result of a tonvolution of exponentials with the same parameter. This gives

*

rise to the gamma ‘distribution. These last two model® both-have interesting
metrics on the distance from exponentiality. The convolution model has the
parameter for the expectation of the first process. If this is, say, .-

10 msecs, we see that except for a process of a very short duration we have

nearly an exponential process. In the case of the gamma distribution we

estimate tw;N;;;;;Ef%rs, Y and p - [The parameter p has the

[

interpretation of the number of exponentials that have been cqnvolved in

N

a . N~
order to form the process. The closer the estimated p-: is to one, the

closer the process is to an exponential process. This is because the forﬁL
for the gamma distribution includes the exponential as a special case, when

p 1s one. We mention here that we used maximum-likélihood estimates
- ’ <

which were found by a gradient search routijgnthat started at the

me thod-of -mdments estimate?

- -

In Table 8 we show the results of the model with a cutoff pd&nt.
S
The ﬁﬁtoff point was decided to be -040 seconds on the basis off examining )

histograms of the distribution of.fixation durations between 0Q ‘and .100

-

seconds. From these, a cluster was apparent which was consistently reduced
in size by 40 msecs. The<first column of data .in Table 8 shows the ratio
of the reduced sample size to the original sample size when the cutoff is

imposed. The second colurm shows the chi~square.value for 19 degrees of

s Y

.
freedon. R .

Next we show in Table 9 the results for the convolution of two

€ -

exponentials. The method of maximum-likelihood was used Eo]estimate the

two parameters of the convolution, Al and Xz. Here the parameters are

the recip}océls of the means of the two distributions- Finally we show if

~ ’

-




. - N [ ' 53

¥ . Table 8
o J . Chi-square Test of the Exponential Cutoff Model

with 19 Degrees of Freedom

' . _ Ratié of . Ratéé of
A 2 ' -2
‘ _ _ . sample size X - - saqgle size X .
CoL ‘JFls 2540/2686  412.9
. JF2A - 4383/4690 - 578.2  JF2S . .2197/2292 362.9
. e w,
JF3A° 441474698 731.0  JF3S  2219/2317  364.8
. JR4A 2961/3114 © 526.9 , JFAS  2445/2574 369.7
: « JF5A  3609/3933 403.0  JF5S  2364/2467 366.7
JF6'A~.,\_/1¢05<§/4359‘ 6469 IFeS  2201/2353 291.5
 JRTA 4015/4629, 228:6 & JFIS 2177/2322 - 302.0
) Jr8A " 4118/4454 559.9  JF8S  211%/2218°  353.1
) o gpen 4470/4790  700.0  JF9S  2224/2435 1892
JFI0A  5026/5789 422.9  JFI0S  2041/2312 - 135.8
JFLIA 418874523 1284,0 - Coon
JFI2A  4707/4954  1262.0
% ¢ _
. M -530/7399  191-2 ‘
ki2a  WP5099/5583  134.8 ' RJ2s  2862/3172 129.0
Y KJ3A 5782/6406 ~  220.9 RI3S  3011/336 164-9
. R G17/8194 " 99.5 RIS 267343917 164.1
. RI5A 5666/6304 138.7 KJ5$ 2547/2678 126178
| RIGA  6012/6762°  1245.4  KJ6S  2601/2918 77.5
K94 5786/6616 198.0. RJTS  3532/4842 " 25,3

KJ8A 6051/6916 233.7 KJ8S .3134/3814 96.77




L)

.

RKI9A"  4264/4624  194.6  KJ9S - 2796/3146

e e -

" 4 RJIOA  5609/6108°  173.8°  KJIOS  3068/3494

* -

- .

RIIIA  5372/6206 " ﬁ o
‘KI12A 5797/6521 .

“+ ’
v

,\ " . M » -
JM1B 2202/2561 ¢ 163.3 CHI1B 4000/5146

CJ2B  1268/1383  365.2  CH25  3038/4163
CIJ3B  1474/1605  _396.1 . 2365/3297

CJ4B,  1436/1564 © 386.7 - ©2563/3482

CJ5B s ., 1151/1221 285.0 B.. ' 2856/3799
oL . ' '

CJ68_  1307/1381 293.6 3564/4981
cJ7B 1128/1206 287.8 2663/3658
-~

, CI8B-  1258/1361 2586 ,

2

CJ9B  1301/1395  252.9

6J10B  1175/1261(  292.7
vy, T ’

' ¢J11B 999/1095  235.3

. CI12B . 1123/1196  285.1

TNgyI3B T 952/1045  306-8

- , N
. 2 - P . '
JUOLB o 2670/3427 ] 82.5 | Juoen 12024/2710

-

T JU02B  “2442/3228  42.0  \JUO7B  2368/3149 +

5 JUO3B 21*;%0/2'86’ ' 48:8 JUOSB .2498/3426/
[ ] . .
!
Juoss . 2089 /3494

<

JUO4B 2305/2894/ ~50.8

. . a
JUO5B 2383/3091 . bbb SU10B 2251/2890 |, °
. . . * 3 i » i

- ~

* oy
:




JF2A

¢

JF3A

JF4A

JF5A

JF6A

JF7A

JF8A

JF9A

JF10A

-Chi-square Test
e i

A1”®
(klgf)
1.996
1.796
Qi?és
1.551
1.796
1.796
1.710

1.886

2.183

¢

@«

" with 19 Degrees Jf F
‘ . .

Az‘

3.300
3.576

\\
3.540

3.837

3.686 .

4.371

3.723

3.723

4.503

X .

. 997.7

\

i

2

JFIS-

758.7 JF2s

JF3s

761.1 JF4S

541.8.

866.1 *-JF6S,
ol

270.8 JF7S

"};"’iz
748.0 °

i
)

JF8S .
967-.4 JF9S

480.9 JF10S

-

(X10%

JF58°

s s‘,'

L -

Al

0.950

10.853

0.698

-0.853

0.810

0.772‘
0.857-
0.810
0.900

0.857

v

I i
reedon ...
- 5,19

A2

[

*3.612 "

3.612

3.576

3.333

3.470

'

. 3.540°
-

3.435

3.367

3.686

4.116

?f_f?ﬁ Copvolution Qf'wa Exponentials

397.7
417.3
1488.2°

239.2

JF11A ,1-474 -3.300

1312.0 '

»

1614.0

JF12A 1.886 -

4

KJ1A

KJ2A

KJ3A-

KJ4A

KI5A

4

'a,EJsA

KJ7A -

KJ8A’

2.925

42-407

2.4%

3.556

L2.527
. J

2.925

2.527

-3+333

2.954

228.6

-
&
~

"3.915

5.984 \ 172.8

“3.435  269.9

4,593
3.540 i95.4
307.1
4.327:"‘269:0

4.200 292.3

112.1

3.954

4.242

3.760

3,076

-

3-'876

7.706

5.494

191.0
224 .4
250.4

\
400.5
" 112.6-

58.8




KJ9A  1.886 3.107
U kiloa 24292 3.107
| KJ1IA 2.653 - 3.576
. '*ﬁ © RJI12A 2.786  3.686
N JIBsy1.050  4.B76
‘ CJ2B . 0.463 3.596
CJ3B  0.569  4.116
o s 0.569  4.200
" CISB 0.359 © 3.915.
CJ6B " 0.418 ' 3.845,
. CJ7B  0.418  3.935
; CJI8B  0.463  4.116
’ CI9B  0.488.  3.744
CJI0B. 0.440  4.021
- CILB 0.397  4.126
A . :
,  CI128Bp, 0.397 © 43008 °
A . CJIBﬁC:O.BAI 3.994
. JUOIB 1:397 - 6.009
. JU02B 1.333°  6.572
2 JU03B 1.103 : 6.365
' 2 JU04B 1.200  5.718
JUOSE 1.276  6.260
2 : .

Table 9, éontiﬁugd .

56

. 256.1
230.6
191.8

181.7

» L4

L A¥#

186.7

J519.1

- 491.4

67406.’ .

392.7

" 407.6

‘:3§5.45
. 349.3
346-4

383.9

© 289.2

© . 386.3 .

338.7
. 103-.9
79.4
87.2
80.6

64.5"

198.4

190.8

361.4

"199.5

T204.7 . e

154-0.
181.9 .
238.8

144.0

N\
53.2
82.4
77-6
. .
L4608

5.426 . 71.2

A .
r' 3 -
© RJ9S T 1.158  4.116
RJI0S 1.407  4.200
CHIB  2.292  6.379
CH2B  1.698
CH3B 1.397
" CH4B T 1.463
CH5B 1.524  6.704
CH6B ~ 2.281  7.117
CH7B  1.524 - 7.046
N
-~
JUO6B 1.050  6.545 -
r-JUO7B  1.216 6209
JUGSB 1.407  6.790
JU09B 1.407  5.352
JUI0B 14103 .
re A
o7 & -

%

<

N

[
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Table 10 the Wysults for.the gamma model, with again the two payameters

o, . . '
Y end p estimated by maximum likélihood. Evidently the gamma_distribption‘“
— % : - ' . , -
fits the data much better than the convolution 25 two exponentials.

.

AN

@ Inclusiod of sapcdde time. Fourth, a question arose as to whether
T .

or not the Iengtb of the fixation should include the temporal ‘length of the

saccade immediately preceding it. It:was tho&gﬁt that possibly the ~

. .
nonexponentiality was due to the exclusion of tHat time.- _However, when the

time of the previoqs saccade was adjoined in the analysis of a few of the

sessions, the only effect was-a further departure From exponentiality as

g

seen in the histograms. . . u 3 -

-

3.1.4 Effects of. Structural Features

.- p-Given the depa{ture from an erponential distribution of fixation
d;rations: it is interesting to ;nvestigate further how to model the Qays
. . e -
N the distrlbution departs from the exponential One way té actomplish this is
K ' to determiee the effect of certain structural features, if any, on the
distribution of the fixgtion durations~ To do this we regressed the fixation
Heragioﬂ en the follewing varietlesf T .g : ’
1) ROW - the row the fixation is in,' " ‘
. . 2) COL - the column the fixation 3 in, ' L i

3) LENGTH -~ the number oégﬂigits in the top@%ow,
y s X - . .
’ T 4) ONOFF - an indicator in subtraction of’whether a-~boryrow

, was neede® from the next colurm, and in addition _ . 4

‘ . .. of whether a carry was gi%en to that column from the

‘ 7 -~
preyious one.
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. ) . L, Table 10 '

Chi-square Test of the Gamma Distribution .

',witﬁ 19 Degrees of Freedonm

" | - ) '
E File- ¥ P x? File vy p XZ
] JFIS  5.976  1.662 . 183.8
: JF2A 4.491% 12347 " 343.6 . IS 6290 1735 132.2
{fsAti’S.zss 1478 404.7 ° JF3ST 6.089  1.723 148.7
JFGA 5.918 | 1.691 .  222.6 °  JF4S  5.200 1.566 /  190.1
© o gmsa La.9i3 1.277 - As1.7 gwss 5.862  1.684 151.6-
g JF6A  5.463  1.476 367.3 JFES 5.100  1.455 141.0
) 5_ (;;F7A 4.356  1.008 264.2 JF7S  4.807  1.385 194.1
JF8A  5.296  1.407 - 559.9  JF8S ,-5.237  1.561 165.6
JF9A  5.506 1.473  394.3 JF9S  4.566  1.239 131.8
) * JFI0A 479 1.060 402.2 (JF10S 4.631  1.124 121.5
JF11A 4.562  1.389 857.0 ‘
JF12A,.5.197 1.573. 709.5 SN _ - g
. e | A :
KIJIA  3.189  1.061 9l ' . e
“ KI2A - 3.280 -1.078 ©117.2 KJ2s  4.913  1.191 89.8
N KJ3A 3.750 1.081 188.1 kds 4017 1v0 ¢ 116.6
KJGA  4.706  1.010 . 113.5 K4S _ 4.881 * 1.356 119.8
. KJSA 3.808  1.066 137.7 1 KIS 4.lls 1341  210.5
KJ6A 4.296 1.086 . 209.8 KI6S  4.238  1.090 70.9
KITA 4.908 1.120 ©  134.4 KJ7S  7.741 1.000 . 59.8
KIBA  4.473 . 1.060 222.6 KJ8S  5.556  1.002 105.7
KJ9A 3.631 1.158 ° 143.1 k39S 4.743  1.139 128.1

’
L]

’ s ~

Yy




Table 10, continued ' .

P
-

KJI0A 3.557  1.140 115.4 KJ10S 4.498  1.060 162.4
RJLIA 3.862  1.069 132.2 | ’ : ,
KJ12A 3.821 1.023 161.6
1B 5.009 © 1.022 174.6 . CHIB ﬁ.éqd 1.006  359.6
| Cc;B 5.53%  1.492 246.7 CH2B  7.070  1.002 201.4
///. CI3B  6.257 1.524 242.4 CH3B  7.074  1.010 1194
CCHB  6.217 -4.487  266.5  CH4B . 6.965 1.000 . 154.9
) CJ5B  7.271 1.846 ~  129.6 CHSB  6.790 1.008 184.9
€J6B  6.700 1.750 141.9 Féusn’ 7.086 . 1.000 . 260.47
CJ7B 6.300  1.600 178.5 . CH7B  7.067  1.006 148.7
CI8B  6.200 1.500 1644 C
) CI98  5.700 1.510 . 159.5 - ] ;: . 1‘ L
CJI6B 6.000 1.500 178.3 ‘ . .
GIIB 5.900 1.370  ~ 169.6 « L o f
CJI2B 6.500 1.630 158.2 - h ?
'CJI3B 6.237 1.555 1817 .
o t . . Lox
.- JUOLB 6.019  1.003 104.3 - ' JUO6B 6.586  1.002 54.1 .
" Suw2B 6570 1.000  80.0 -  JUO78 6.177 1.000 © 82.9
N 7 JUO3B 6.368 1.006 90.2 .  JUOBR 6-832  1.000 790
JUO4B 5.716, 1.005 ,81.0 JUO9B 5.337  1.006 45.2
. JUOSB - 62312 1.004 66.0  JUIOB 5.394  1.000 71.5
s ) N
GO
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; .
The regression equation therefore was

¥ = —a-—oh-a—LENGTH—+—a-ROW—+—a—GOLUMN——+-2—ONOFF

=2
&

i 0 1 i 2 i 3 i 4 i

L where y denbtes the fixation duration of the ith data point.

i

,

The results of these regressions are shown in Table 1l. An asterisk

denotes a nonsignificant coefficient at the%§7.52 level (one-sided t-test).

.

We can see the following points from an inspection of Table 1l.

First, as the number of the row the subject is in'increases, the fixation
N -

duration algo increases, for the coefficient is almost uniformly positive.

-

Since;the correlatton.of the vaxriables, involved 1§ small we may be _inclined
. ! S v - ine

to surmise that the subject lingers more~further down the column. This may

- ) - -
have to do with the fact that the numgtrs added are now much larger. This

~

effect is stronger in addition exercises than in subtraction exercises,

which is not surprising since there are only two rows of digits in

subtraction. Column and length are often nonsignificant and change sign

. +

with subject. Little more of a concrete nature can be determined. Finally,

onoff for subtraction, which is borrowing, has a clear positive effect on

4+

fixat;on duration, which might be guessed considering that ;;Ptswing may be
the most difficult élgorithmic step in subtraction (indeed in all the

.

exercises we ﬁresented to subjects). ) R

As would be expectéd from the size of the‘various coefficients, the

regression on the strucfurgl variébles accounts f9r only a relafively small
part of the variation in the fixation durations--the range of the square of

. . .- ' . .
the multiple correlation (R%) is .000324 to .69123- These results stand
y \

* in contrast to the regression of responsé and latency data on the same

structura variables where st of .70 or greater are common (for extensive
‘analyses, see Suppes & Morningstar, 1972).

I ~
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Table 11

# Regresgion-Coeffictents of Some Structural

Variables for Fixation Durations

LN . !

- JF2A JF3A JF4A JF5A JF6A JF7A JFSA JF9A JF10A JF11A JFI2A
o row. .031 .034 .030 .037 .033 .022 .031 .024 .0l4 .042 .028
colummn -019 .006 * * * * * * L -009

length -.018 -.016 -.011 ‘-.016 -.010 -.037 -.022 -.012 -.019 -.031 -.012

»

onoff -.037 -.033 * * *. * * * * x|

! X KJIA KJ2A KJ3A KJ4A RKJ5A KJ6A KJI7A KJIBA KJ9A " KJ10A KJ11A KJI1ZA
] . - -

© -row ° ,.025 .015 <015 .005 .017 .012 -.015 .017 .027 .009 .021 019
column ~.022 -.020 -.021 -.028 ~.021 ~-.008 =.015 ~.012 -.032 -.015 ~.013 -.019 ‘
length  .012 .01l .019 .017 .015 .030 .01l  * .017 .008 .008 -.030

" ‘onoff ¥ .030 .025 .020 * 026 .030 .035 .042 .056 .029 -023

JF1S JF2S, JF3Ss JF4S JF5S JF6S JF7S F8S JF9S JFI0S

row .032 .033 .025 .046 .035 .03 .039 033, .033 .06
column = .012 * .020 .013 .015 * .016  * x  .013
length -.023  * .-.028 -.009 * % % _.017 * -.030

onoff .03l -9281 025 044 * * * *.026  .026
KJ2S KJ3S KJ4S KJI5S KJ6S KJ7S KJBS KJ9S KJLOS
- row . .022 .023 .018 011 .009 .013 .016 .019 .0l

o column * * * -.015 -.025 -.008 * ~.013 Jx 7

length s ox x a 015 .013 P x  .025

onoff  .042 .ijlfcusv'ffasg‘\~os4 016 .020 .034. .055

e
]
Py




Table 11, continued . 8

3

row

colum
length

onoff

row
column
length

Eonoff

row
column
length

onoff

JMIB CHIB CH2B CH3B CH4® CH5B CH6B CH7B CJ2B CJ3B

* -.006 @ *

.007 006 -.003 =.005 -.003 , % %
* -.007 ~.006 * .005 % =-.007 -.008 * o
* * * )% ‘x % -.014 Q* -.020 "%
+ % .015 .011 .023 * * L0133 % *

CJ4B CJ5B CJ6B CJ7B CJ8B CJ9B CJ10B CJ11B CJ12B CJ13B

* '~.007 * * % * * * . % -=.011

x * *  .015 .012 * £ % * .018
_* * * -.022 -.020  * * * . % -.033
.027 .027 .045 .029 * % %

* +~.048
JUO1B JU02B JU03B JUO4B JUOS5B JUO6B JUO7B JUOSB JUO9B JU1OB

.012 .014 .014 .017 .016 .013 .015 .020 .024 .023

* - * * *

*

-.008 * -.D08 -.007 -.011 -.011
.010 * * .018  * *  ,022 .012 .018 *
* * * '

019 .024 * * * * .023
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7., .
3.1.5 Mixture Distribution

r

After inves;igatian of the many different aspects of the distribution

-

of fixation durations descri%ediabove, for reasons given in thé theoretical

discussion we fitted the mixture distribution d&th three parameters. The

“results of this 4nalysis are shodq in Table 12. As previously, the results
are g%yen for individual sessions. The first column ého;s the estimated
parameter of the exéonential diétributi;n and the second, the estimated
parameter of the convolution of two exponential distributions. Thé third

column shows the mixture welighting o on the exponential distribution. It
. o /-\

should be noted that if the convolution of two exponentialldistributions
with the parameter sz is the same exponential distribution as estimated

. f e
in columm 2, then the coefficient for A, should be one~half that for

2

Ali dIn the fourth columm we show the chi-square fit of the mixture
>

distribution, which has one mofe parameter than the gamma distribution, and
we might expect somewhat better fit. It is evident from comparison of

Table 10 and Table 12 that the mixture diétribution éctually fits very much

Y
.

better than the gamma distribution for almost all sessions, and for only

one of the 72 sessions analyzed is the gamma distribution actually better

-

(sesgion JUO9B), and then only very slightly:

error statistic for the mixture model. 1In this case the average error 1is

’

the square root of the .sum over cells of the squared difference between ghe
true and predicted probability of an arbitrary fixation duration being<

within the cell, divided by the predicted probability. The maximum-

likelihood estimatefiof the aVEraée error 1s computed from-the Chi-square

statistic by the following equation, where X2 18 the Chi-square statistic,

4 >

t

~

-

In the fifth column of Table 12 we give the estimate of the average.
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. v Table’ 12

JF3A

Chi-square and Average Error Statistics for the Mixture.of

Exponential and Convolution of Exponentials Model with

-

1‘8 Degrees of Freedom ° /
l . ' Average
AT N o lxz error
s e
JF2A.302  .151 .33 194.1 194
330 130 . .27 269.3 .232
+343  .137 .17 167-3 - 95220 ,
277 .126 .38 141.8 178
JF6A .25} .131 .29 257.0  .235
CJF7A - .229  .115 .66 - 124.6 153
'.28§ 2129 .32 187.9 .196
294 .130 .29 270.7 . 230
JFL0A .21 116 .57 187.7 172
JP11A .368 -.136 .33, 675.7 .382 .
JF124 .386  .140 .18 < 535.9 .324 ,
275 140 .19 136.2 211
256 .143 .12 57.6 .135
.35T§ 135 .14 1114 . 2203
2393 .14 .22 123.8 .204 - .
332 .139 .17 111.9°  .197
.308  .136+ .28 88.7  .176
. %330 .135 .32 122.2 . 213

.

(O]
(4]

[}
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Table 12, continued

JF8S  .343  .144 .22

JFOS 296 126 .48

JF108 .1i9 152 .48

] RIIA .353  .149 .74

’ KJ2A .349 147 .71
) KJ3A ‘.292 146 .66

" KJGA .192 ' .188 .86

o © _ KJ5A <293 132 .69
KJ6A .235  .143 .61

KI7A .212  .131 .6l
KIJ8A .203 .14  .58°

KJ9A .336  .151 .59

KJI0A .338 147  -64

KJ11A .288  ..129 .70

KJ12A .286  .111 .75

‘. .

KJ2S  .253 126 .55

KJ3S  .237 .118 .53

KI4S  .242 143 .45

KJ5S  .389 .iég .37

" KJ6S  .268  .119 .66

KJ7S  .074 _ .110 .62

KJ8S. .126 .137 462

4 , KI9s 243 121 Cn62
KJ10S .100 .68

+258

.65
s
\ -4
114.4 < .210
,_./“
80.0  .162
‘ 83.3  .170
- s
. 117.5 117
/) 65.8 .095 A
. .98.3 113 "
106.8 .105 v
61.3 .085
90.7 .105 '
46.4 068
73.1 .091
83. 121 ’
64.0 .089
66.8 .09l
80.3 099
.
55.6 112
57.8 112 e
.91.0 .160
143.5 .218 R
34.3 .082 T
58.9 .094
74.5  .134
88.2 .151
".159

104.6

O




Table-12,

JM1B
CJ2B
CJ3B
CJ4B
CJ5B~
9
CJ6B
CJ7B
CJ8B
CJ9B *
CJ10B
CJ11B
CJ12B

CJ13B

CHO1B
CHO2B.,
CHO3B
CHO4B
CHO5B
CHO6B

CHO7B

/GUOIB
JU02B

JU0o3B

continued
.185 * .117
1,200 145
.158  .132
<155 .130
.165  .133
.175  .135
TL149 137
2203 .126
.237 fi39
189 .129
192 .131
.205  .130
.166  .136
112 .14
.087:l .116
.018  .096
.089  .117
.089  .115
.081  .120
.023  .096
L1110 .128
".092 ﬁ?@t
.093  .134

.60
<24
.19
.19
.11
.13
.14
+24
<25
.19
.28
.17

.20
.61

.61

.62

«57

.62.

.28

62

.62

.62

+

84.7
196.7
1741
206.2
108.6
111.6
134.1
115-6
107.8
120.9
}13.7
121.8

137.3

291.9
190.3

49.8
152.5
172.2

223.2

-164
;361
.313
348
.275
.263
.312
.270
.256

.288

.298

297
AN

-

-340

.231

.204

.102
.198

.202

*.204

54.2

91.7
78.4

81.9

.103

-148
.139

.151

AN
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Table 12, continued ’ /
Y . . ¢’
" JUOGB 120132~ <62 6976 <136 g
¢ JUOSB .100  .130 .63 ,63.5 124 K\
" - ) \
JUO6B .093 .126 .62 48.7 <111 )
k4 s .
Juo7B :091 .141 .63 -71.8 -133 . \ \
i L AJ
JU08B .077 ‘39 .64 34.8 .076
JUO9B 122  .148 .63 45.7 093 S 1
/
JU10B .109  .162 .65 61.6 -126
W
¢ . ~ =
/
—
~— - -
L4
/ d
. -~ ‘
?
- / o . -
™\
y \
L4
o
) - . ” g
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& ¢ 8' - - - -
‘ R . . 8 * nqé + = " «
e . [ ) ~ . N i
jé{k: the degrées of freedom, and N the sample size:
) : Y : .

- measures that we developed are to some extent ad hoc-™

e , o , . »
k-~ 0¥y 12 ] .

.

. e = [()(2 - ======= )/¥Y] . _—
SN . 3 2 . A >

L3

+ The average error is a good measune of how well a model is fitting,

when a Bﬁ//square test would reject the model, because the Chi-square test
[

sets ever more stringent criteria on the gyerage discrepancy ai}ESe\xample

kil

size goes up (see, Kraemer, 1965).

N .
1 * T

We see in Table 12 that the fit ascindicated'by average error is

not too bad. Although the adult average errar ranges between 7 and 38 ’

- 63\&
peféent, in 30 out off 42 cases. it is below 20 percent The children’s fit-
N .

is not as ggpa, with a range of 8 to 36 percent,.and onlf 14 out of 30
’ : ~ .

sessions under 20 percent- Still, almost all the problems ofkfit'for the

‘children arefwith subject CJ, for whonm the mixture madel is clearly\less
adequate than it is for all the other subjects- i ‘

IS

.

3-2, Random-walk-Model of Movement Direction ~

3.2.1 Fit to register-machine mddel.

The next pfocesé.of interest was that of the sequential grid
a . .

ve S N .
positions attended to by the subjects, i.e., the grid scanpath. 1In order .

v

to determine the degfee'of fit oﬁ/the scanpaths to the register-machine>

model it was necessary to create some measWes of goodness-of-fit. Since

- ®

there seem to be no_close'precedents to help guide us, inevitably the
¢ : PR B A

-

.3 \

The first measure {s denoted corrl, and is constructed as follows.

-~ T3
'The theoretical scanpath for the register—machine quel was simplified for
Y 1° A -
this analysis. ~ A perfect scan—path in terns of this model was defined to

be moving top—to-bottom in each‘colunn with the fixation in the bottom of a
P

column being imnediately succeeded by a’fixation in the first row of thé
L) = a ’

. E;ig R

I3
A »
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, { :
column immediately td:the Yeft. This sequence begins' in the upper right
grid positign. A foﬁr-by—fbur exercise 1s shown below with its proper’

© -
.

scanpath- to tﬁe right,
a \’\

———\\;> Similar correspondences can of course be constfgéﬁed for exercises
\ 4

of other so}fi’gixratiox%; In accordance with the registet-machine model for

) 36 7 7T @y anan o
‘: 2 9\ 0 3 z (26) 200 (16) (8) (2)
-3 5 5 1 * (27) (21) (15) (9) (3)
; {/\\' 4 4..0 8 X (28) (22) (16) (10) (4) B
S S - s - s €29) (23) (17) (11) (5) '
) 3 9_3.?“ Q? ? : (30) (24) (18) (12)  (6) .
¥ . . o ’ . e L

M

addition we denote the dyration’of the fixation at time t as "good" when the .

ﬁ@sition‘p of a fixation at time t is either p :;Tz\g
i t . tel .ot=1

3

+1, i.e.,

étaying put in the same grid, p » or advancing one square, p + 1;
. C -1 oo t-1

" otherwise we denote the time "bad". (The analysis fﬁ&;?ightlz pifﬁgrent‘

3
)

+ for subtraction.) The statistic is simply the ratio of ‘the "good' time
; it . S

- ’ ’

- to the ov:zﬂll»time. This measure is in a sense optimistic since a. large

reduction. e N . ' -
. " y "

Because we would ndp~claim.that the scan paths nearly agreed with

) . . . % .
those predicted for the register-machine model if 90Z% of the fixagion

.
-

pésitions were fepeais and. the other 10% appeared to be independent of the
» Y .

- model, we constructed corr2. The only difference between corrl and corr?

~

. ) ) ~
fraction the fixations are at the same grid-position as the previous
v A .
. - a8
. fixation, partly due to the tight fixation parameters used in the data -
. g \.
. - 4 N

&
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Ay , . . . 0
is that repeat time is ndt counted as 'gopd" or "bad" time in the ..

4

determfnation of corr2. For this reason corr? is pessimistic in that some
. ¢ g
repeating should be included in,'"good" time. _ .«
. . X ,

N 5

o Coxr3 is a third measure of goodness-of~fit_for¢scap paths.‘ To 1
compﬁte th}s ﬁ&asur; %F first defermine h;w'mény fi;ationlpositiégs, say n,
oc%urréd for a particulg? eﬁercise-ﬂ The; tég sequences are creatgd- The //f//
.se4§ence l,eccyn ahd‘the séquénce of grid pos{Fioqupredicted by ;he
rééister~machine model, _as indicifed.abovew Then the correlétion of these
two sequences is calculated. ’ThiS;iS_ébe}i The statistic is then averaged
‘across the e*ercises for an entire session.] Corr3 is probably'sliéhtly

4 +

pessifiistic in that it should really be caltulated as the maximum

7lcorfelation‘between,the sequence of grid positions and any monotonic

transformation of the sequence {l,..~,n}, since this would naturally allow

4

for repetition.

-

. We point out. that thezi;measures alldinbfeaééd w%th the length
~ ‘ Y . o .
of the exercise, most notably corr2 on addition sessions. -Our analysis

v I4

v - :
allowed for the underline position to be analyzed as a separate location or

joined to the answer position immediately below. The analysi§<§hown in
Table 13 corresponds to the separation of the underline but the alternative

seems reasonable as well.

In the.case of addition, the average of corrl and_bof?fi;ZEMS to be

-

a reasonable estimate of %X?dness~of§§§tl Thé fit as measured by corrl for

a a8

the two adult subjects is quite good.

For subtraction the measures are so

digbarate it is difficult to say anythirg with assura

éii;//}he‘fit-as

’

measured by corr3 1s surprisingly good for alnost ;{fgﬂkfe'Sions,'but weé

believe that it is not model -specific enéugh(fér t e‘main theoretical

|

»
framework of ‘our analysis.
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"Table 13

Three Measureas, of Fit of thes Scanpaths

‘) . ~ to the Regiét?gr-machine Model
] . KJIA KJ2A KJ3A KJ4A KJSA KJ6A RJTA KJBA KJ9A KJI0A KJLIA RII2A
corrl .872 .871 .891 .793 .893 .904 .899 ..894 .858 ~.879. .800 .896
" corr2 .594 .619 .632 388 .633 .650/ 656 670 .658 .633 .653 .645
. corr3 .908 .862 .864 .843 .828 .853 .785 .798 .791 829 .825 .814
JF2A JF3A JR4A JFSA JF6A JP7A JPS8A JFOA" JFI0A JFIIA JFI2A
corrl .787 .817 .791 .§12 B4l .810 .818 .829  .B41 .84l ' .82
cgrrz 495 510 475 511 -562 .494 ..506 535 .55 552 518
. :irr3 .857 .857 .869 .839, .903 .852 .906 .902  .866  .887 " .874
k125 KJ3S KJ4S KIS KJ6S RJ7S KJBS KJ9S KJIOS '
" corrl 742 776 760 .698 .761 830 .777 745 44
corr2 .298 .326 .352 .265 .314 .290 .270 .280 -3l4
[ cordL .672 745 728+ .741 739 .715 ..728 .742 744
JFIS JF2S JF3S JF4S JFSS JP6S JFIS JFBS JF9S JFLOS
‘ corrl .715 .702 (675 ..735 .702 .720 .708 .687 734  -640
corr2 .298 312° .270 .297 .§9z 301 .275 .283 .287  .223
.,  corr3 ‘.;65F 767 794 /f;sp .7697 .741 _.732° .768 .821  .778.
) THIB *CHIB GH2B+/CH3B (CH4B CHSB CH6B CH7B CJ2B CJ3B
‘ corrl 594 7116 .744 735" .725 .682 .733 .716 .516 .482
& cores  -260 280 317 .298 .323 .292 .286 .294 ~193 .2I4 v
 corr3, .735 .681 .755 .717 (698 ..689 .680 .687 .695 .686.
* CJ4B. éan "cJ6B CJ7B CI85 CJ9B CJ10B CJ11B CJ12B CJ13B
w  corrl 436 445 435 411 EL 497 W73, 472 471 442

corr2. 151 .142 .150 .137 .170 .193 .17l 1,189 L195  .145

corr3 .646 596 .648  .656 .684 .755 .762 .777 .802: .794




Table 13, continued

¢ .

JUOLB JUO2B JUO3B JUO4B JUOSB JUO6B JUO7B JUOSB JUO9B JU10B
corrl’ .622' .595 .608 .627 641 .622 .669 673 .598 '.616 /C)
M. corr2. .155 ‘.132 .154 .192 .223 .157 .191 .134 .143  .165

corr3 .60l .572 .58l .650 583 .578 .608 .536 .56l -563

Y /

.

.
(
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&

3.2.2 Fit of random-wdlk model.

' We turm now to the random-walk model already ﬁescribed by the
qualitative axioms formulatéd-in the<§133;etical section. , The f%rst and

_ most common typé of eye movement is stay, i.e., staying put in the same
\ ! .

4
grid position. The second type of movement is moving forward according to

. ’ I
the rggister—machiﬁ@ model. The third general motign is Backtragking,

i.e., the mgvement back to a position already occupied in the same columm-.
. S

We divide it into three kinds with relative frequency data for all three
shown in Table 14. 1In particular, bktrckl, is the relative frequency of the

backtrack from the second row to the top row. The motion labeled bktrck2 is a

. 4

motion back to the top of the column but with two or more steps. Finally,
. N .

"bktrck3 is the motion from a row-to the preceding row if the preceding row

9 .
is not the top row. By breakiﬁg backtracking into these three mutually

L
exclusive categories we cover adlmost all S’e odses and can have available ™

the possiﬁility of disentangling differént kinds of motion. It might be
asked, how does bktrck 2 occur in subtraction? It is to be remembered

that the symbol that is placed within the grid where the point of regard N
\ . ’
is located is not always a digit; it can he an underline or an answer

. blank instead of . one of the digits given 4n the exercise. The fourth |,

type is gkip, which is the movenment which would be eXpected by the

4

register machine model for the fixation after the correct fixation under
R .

.e . , N
study. ‘Skipping in subtraction weems more frequent in Table 14 than it
=
really is, becatse we counted mQtion from the second row to the answer

- . k=]
space without stopping at the underline symbol as cases of skipping-

¥

Finally the fifth type of motion, other, includes all other movements not

¥

previpusly classified. The relative frequencies of these movements for

various sessions and subjects are shown in Table 14.
L]




Table 14

Relative Frequency Data 5 the Random-walk

Model with Five Possible Movements
r ’

stay -673 .64b4 -643 687

bktrckl.017 .017

.011
bktrck2.009

.016
+005

‘bkt:rck3.0 l! 012

skip

.005 .005 .005
009 008 .010
.028 .043 .038 .028
other

.037
.105

.035
097 .076

.195 .071 .068
JF2A JF3A JF4A JFSA JF6A JFIA

~

026 .025 028

.022
“g

bktrck3.923

.016 .022 .025 .016
skip  .058 .055 .070 .056

.021 .025

.059 .
other .097 .085 -094 .084 .068 .113 .081
\ stay .589

.564 .516 .580 .726 .656
forward.120 .124 .150 .126 - .141
bktrck1.030 .030 .030 -065

.086
bktrck2.007 .005

-094
—
.032 .024
.009

.032
bktrck3.013

[

.003 .005 .003
015 .016
skip'

-004
.077

.003
.016 .018 .OLI

.073 .082

4

.014 .014 -
.087 .073 .037

.050
other .164 .135 .151 .187 .152 .113 .150 .171

.065

.007

-044 -

74

<712 .682
forward.152 .174 .lgg .110 .173 ..161 .169 .182 .234 -191 .179 .173
.025 .012
ety

.003 .003

.007
-031

.072

(JF8A JFSA JFIOA JFLIA JF12A
stay 556 '.3831\ 545 .584 .582 .602 *.593 .598  .637
Horvard.220 220 6:223 219 .245 .183 .201 .216
bktrck1.028

<033

.026 .025
bktrci2.019 009 .016 .004 .007 -003 .006 .0Q§

.021
051 .060 '.059

.075
KJ25 ¥J3S KJ4S KJ5S KJI6S KITS KI8S KJ9S KJ10S
618

.595

.109

- 704

.583 .650 .665

.013, .012 .021 .019
.003 .004 .004
.020 .0l1 .0l4
.027 .051 .032 .039 .038
.070 .093 .089 .081 .076

.569 /583

.186  .219
' {

-.028  .022 * .030

<222

.004 .010 .004
024 -036 <031
J
044 .064 .050
.077 .080

.079

.629

PR

<117

.026

.008

.013

061

-145

KJHA. KJ2A KRJ3A KJ4A KJSA RJ6A KJ7A/ KJ8A KJ9A KJI0A KJ11A KJI12A
.688 '

.683

.019 .016
.006 .003

.010 .009



°Table 14, continued

)

"JF1S JF25 JF3S JF4S
stay 501 .461 461 .522
forward.180 .201 .188 .187
bktrckl1.039  -040 (045 .025
bktrck2;011 014 .024 .012

* bktrck3.018 . .010° .008
skip .osé/’jfzz .101 .10l
other .163 167 171 .145

JMIB CHIB CH2B CH3B
stay  .458 .599 .650 631
forward .112 .097 .092 .092

~’m£ktr;£ii?052 .054 056 .060
bktrck2 .012 .017 .009  -006
bktrck3 .671 .037 028 .030
skip  .0l4 .216 .235 .258

- -~
other  .280 .174 .141 .154
CJ4B CJ5B CJ6B CJ7B

;’Z?Lx .311 .319 .340 .309
forward .095 '-106, .113 .100
bktrckl .054 .048 .076 .076
bktrck? .026 .032 .0l14 .015
bkgrck3 .076 .063 .061 ~.072
skip  ).042 .038 .026 .03l
other  .397 .394 .370 .397

75

JF5S
486 °
202
.028
015
014

.109

Jd47

. CH4B

.627
.100

.056

L007 °

-025
.270‘
.159
CJ8B
-351
-101

.081

.018

.060

.025

<364

JF6S
.502
.197
.022
.016
.013'
.101
.150
CH5B
.
.573
_.fbo-
058
007

.025

.

023

214

CJ9B
.376
1347
.077
.013
O
.016

-310

JF7S
478
.190
~034
.013
.019
.102
.164
CH6B
.652
.080
.036
.007
.025

.022

-177

CJ10B¢CJ11B CJ12B

-359

.100

.081

.020
.089
.026

~326

JF8S

+454
.194
{036
.013
.019
-1Q5
.179
CH7B
<624
.094
-041
.005
.032
.032
171

e

-%37
.119
.059
024
<090
.022

-349

-]
]
JF9S JF10S
532 475
168  .159
2025 -041-
.014  .009
{018' .055
-100 .082,
143 .180 .
CJ2B CJ3B
360 .328
.097  .115
.070 .055
.015 . .040
.058 .074
047 2043
353 .344
CJ13B
349 .339
112 -098
.076 .052
.020  .031
.071 -084
-015 025
.357 370




" Table 14, continued

stay  ..608 .612
forward .0§6 -042
bktrckl .028
bktrck2 .013 006

bktreK3 .042 .048

skip  .012 .010
other .251 .255
3
‘ *
i
hy

/
.027

.602

-047

.036

-010

.058

-008

.240

LW

76

.595 .595
.054 064
.036 .038
.019 .008
.059 .054
.010 .010
227 .230

N

A
T

.586+ .631
.046 °.055
.038  .032
.005 .003
.045  .041
.010 .013
270 .226

' JUO1B JUO2B JUO3B JUO4B JUOSB JUO6B-§PO7B'JUO8B JUO9B JU]0B

.657 .599  .601
.031 .045  .046
.025 .036° .045

.004  .003

%

.003
.034 .037 -042

.007 .010 -010

2243 .270 -253

e
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It is also of interest to determine whether or not the various

steps in the random-walk model have different fixation durations associated

+
.

with them. Inspection of Table 15 reteals no striking quantitative
differences. On the'other hand, for the two adulg suhject's (KJ and JP)

the step bktrck2 has the minimum mean fixation duration in 32 of the 42 o

-~

sessilons and in 6 of 10 sessions for the younger student JU. For thé
other 20 sessiohs of the younger students (M, CH, and CJ) the step skip ig

minimum in mean duratiom. | -

]

4 Discussion o

The theory and daja. presented in this paper bear on a number of

<

issues and problems that are appropriate to consider in conclusion.

-

To begin with, what new ‘%sight or information do eye movements

2 ,
give us about cognitive procedural models such as the register-machine

model considered in detail in this article? There are four points we would

make. First, the distributions of f£ixation durations, which suggest a

nearly memoryless process, provide strong evidenie that ‘essential aspects
A N . 3

of the information protedsing are stochastic in character. In this

connection, it is worth recalling that the best current theories of

M
[

randommess equate randomness with high comple%?ty (the/z;}k of' Kolmogorov,

Martin-L f,'aﬁd others), &nd so to say that the proceéses are stochastic is

N
to say that they are o

gh complex;ty- This being the case, they almost

;urely cannot even in principle be adequately represented in a determigistic

fashion. , - )
Second, the data show that even the well-trained subjegts do not

follow the register—machine model in detail.- From Table l4 we can see

that gbg only eye movements completely consistent with the register-machine

o
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JF2A

"JF3A
‘stay L3111 .292
forward .297 .253
bkerckl .278 .258
bkerck2 .080 .102
bktrck3..305 .266
skip  .304 .284
other .534 .231

KJ2S KJ3S
stay 263 _.248
forward .271 .244
bktrckl .217 .231
bRtrck2 .154 .139
bktrck3 .152 -148
skip  .360  .281.
other 174 .173
| Jr1s  JF2S

stay 311 .325
forward .246 .257
bktrckl .277 .27Q
bktrck2'.190 .129
bktrck3 .259 341
skip * ,.273 .286
other .232  .238

.

112
.251
245
.250

KJ4S

.288

267

.237

.138

.162
.315
".189
JF38
.313
232
.331
145
.354
.272

- 248
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Table 15

Al

i
. Average Fixation Durations for Different St:epﬁ\)~

s

in the Random-walk Model

TrRY

.284

.251 -

.258

112

<256

a

276

.202

KJ8S

187

.185

.200

-109

-192

-240

-136

JF7S

P

L ]
JF5A JF6A JFTA
.%70 1292 .236
2246 2241 .239
2240 ° .255 .234 .
\127  .129  .204
.132‘ -275 .205
320 .292 .257
‘.299 198 .169
kiSs KJ6S RJ7S
.361 .283 .133
.285 .237 .131
.40% 270 .111
248 .140 148
.élo 201 .084
375 .297 .196
.211 .183 .096
JF4S JF5S JF6S
338 .327 .318
.230 .226 .236
254 274 325
.148 .123 .157
277 307  .245
.303 .283 .277
270 .267 »268

)

r/

.335
.247
247
.139
.269
.280

253

JFOA JFLOA ° JF11A JFI2A

283 .223_  .343
.255 .237h .276
L2720 .212 i214
J132 0 .135 V.112
2817 222 .247
269 249" .238
218 171 219

'RJ9S  KJ10S
.258  .255

242 229
220 .216
Jd62 .12
176 169
.303  .275

" .187 174

JF8S IJF9S JF10s

.338
.265
.334
174
.287

"~.280

<260

312 .261
.218 .218
1296 .286
123 161
.319 :‘\339
.248[4~. 4
126 210

L d

.326
.267
291
172
292

.292

.242



L] d ( ~ .
‘Table 15, continted - - .
:> KJ1A KJ2A KJ3A KJ4A' KJI5A KJ6A KJ7A RJBA KJ9A KJ10A KJ11A KJ12A
& stay .346 .344 J300 .232 .291 .260 .230 .234 .317 ~333 ‘.285 .281

forward .437 .426 .363 .301 .333 .306 .286 .209 .404 .379 .345 .318

bktrckl .159 .228 .176 ..143 .198 .182 139 .148 ~.188 .209 .170 .186

bkerck? .120 161 .138 .772 -111 .878 .150 .765 .115 .10l ..712 -073
’ bkc££k3 238 .146 “:182 .133 .195 .186 135 .219 .148 .242 %173 174

skip  .389 .394 .348 .261 .315 .265 .289 .261 .403 .334  .282 .306

other  .205 .158 .148 .181 .159 .128 .125 .142 .170 :201 .144 .129°

TMIB CHIB CH2B CH3B CH4B CHSB CHSB CH7B CJ2B CI3B,

stay  .196 .156 .140 .152 .140 .152 .147 .151 .262 .23l

forward .224 147 .140 139 157 .159 .145 .143 <246 .255

bktrekl .249 - .183 .186 .199 .I94 .212 .208 .194 .326 .257

bktrck2 .197 .147 .143 .132 .127 .17} .134 .142 .280 .239

bktrck3 ,188AI€69 154 - .166 .168 .166 .125 .123 .322  :267 L

skip  .241 .106 .102 .092 .098 .100 .090 .083 .242 .247

bther .193 139 .119 .117 .124 .133 .13 .128 .255 .230

CJ4B CJ5B CJ6B CJ7B CJ8B CJ9B CJL0B CJI1B CJ12B CJI3B °

stay .227 .281 .270 .236 £226 271 247 .242 .230 .232 o,
forward .239 .237 .248 .239 .236  .254 .258 .251 .259 <249 \\\
bktrckl .278 .287° .321 .301 291 .308 .263 .363 .276. .375

bktrck2 .190 .280 .218 .262 .242 .285 .218 .219 .222 .230

. bktrck3 .266 .288 .358 .337 .303 .311 .283 .266 '.282 .257 L .
Lo oskip  .217 233 225 192 214 172 225 273 .204 .268
N othet 3541 .268 .263 255 2% 273 .25 232 248, 271
! '
. N

BT
&
o
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- » Table 15, continued
& . JUOIB JUO2B JUO3B JUO4B JUOSB
stay = .153 131 .141 .159 .l44
forward .183 .178 .169 .229 .205
bktrekl .142 .149 .119 .159 .131
bktrck2 .153 .111 .140 .130 .119°
bktrck3 .174 .200 .213 .195 .189
wkip 181 177 <216 225 .247
other 160 .146 .153, .173 .155
\ i
¥
b -
N

JUO6B
-129
174
“190
.112
.190
.150

.152

{

JUO7R
<144
.196
.153
+071
<164
-169

.164

e

™

JU09B JU10B

JUOSB
.132 .159 .16l
.138 .177  .209
.151 .184 , .182
.133 .163  .171
.204 .282  .185
L1463, .148  .120
3 4
.132 .193  .168
==
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< ry o

model are those of stay and forward. éimif%r results awe also to be . .

found in the study of the correlation of the actual eye-movement ®path and

. ’

the normative g}th of the register-machine mo%el. A deeper and more
difficult question is th;t of how the register-machine model should be
revised to p;odﬁce a more sophist}cated normative model.. This kind of
p—r question we afe&noé able to pursue ¥a any deté;k‘within the framework of
data available to us in this article, but it is significant that we do not

really know whether the eye movements classified as other play an important
role in maintaining the efficiency of the subject as he moves from one p/xle’ .

. - Y 'y
digit to another and from one 'exercise to another. It is also not clea

.

to what extent skipping should be encdouraged and here again there is

- 4
undoubtedly g’ttadeoff between reliability. and speed, and the decision on

.

this tradeoff would depend on the purposes for wﬁich the algorithms were

beiné performed. The perfection of such a detailed norrfitive model is

- o

probably not critical in the experimental area studied here, but the

concepf of perfeéting‘performance algorithms that involve in an essential

.

way eyé movements is an important topic that seems to have received as yet

LN
) L4

. . b} -
little attention except in studies of reading. Even in this area,

quantitative normative models héié not beenddeveloped to any extent (see,

’ -

e.g.s the five excellent articles on reading in Monty & Senders, 1976). :

Third, the eye-moﬁémeﬁt datg;éhow unequivocally that the perceptual

- R3S

component of the register-machine fmodel is far too simple. Undoubtedly,

. b 2
if we were able’€:~make the same kind of observations that we have made of

eye movements of ‘the internal processing, we would come® to the, same = ’ )

-

. - 'conclusipn about the cognitive pfocedﬁraI aspécts of the mod£1 as well.

<




- S ~ [
Fourth, the/revised and e%tended register-machihe mdﬁ%l formulated

- -~ -
s 7 in- tergi of the qualitative aﬁi\ms given in the first part -of this article

’ - .

‘do fit fhe data at a: relati y satisfactory level. We believe that the
’ . ’ 1
. Yesults are encpuraging enoygh to warrant further studies in the same
\ ) e ’ '“ N ' " ) ot
’ dgrection. L ' ' ’ '
A - .

@

.

! ’ \ .
We now turn to j¥ome other conéideyations.. It is apparent, both

» 74 ' M . »
from theoretical and exper men /Jviewpoin s, that more work is needed to

? . ) ° (" e '” ’ '/

have an, explicit identdficati of steps ,the algorithm in relation to

eye movements and’processing time. "To geé\such an identification, for
§ . . .
! \
exanple to estimate the process:time and thg\associated~$ye movemeﬁt?lwith
L 4 .

-
-

) N [} .
. © eagh individual step in the proposed algorithm, more specific model-
. : 2 ' e

. theoretic assumptiohs must be made. Especially from the standpoiut‘of

>
a

: processing time it is easy.to ma&e such further assumﬁtions- Steps in this

-
@

o . direction were already taken in Suppeé‘(1973)k\iit;fe are ‘not “yet satisfied
‘ ) with how this: shanld be done to incorborate’eye mgvéments as well. It is. ‘
; \a}so apoarent‘that differeut highly schific_models)can he created, witH

‘f different steps ih detail; but itxds also'a,problem to conceotualize_these
. ] ‘ ) i
variants properl&. . , ~ .
‘ . Another point i;ﬁthat for ordblems and models of the kiﬁd studieg
‘ i??this article it is too eas; 65 think of the computer serving as an
o . \
idealtversion of a human subject- Wé\wdht to emphasize how much;fur ?wn’

e viely is distinct from‘that. The highly stochastic character of eye

N~ - - 'a . - ’ e . @ . K N "
movements alone is at great variance*fromwany current computer conceptions

Y -

‘| of perception- Our view, is rather that it would be useful to tr& to build o

o ) : ? A m{ \
e, ‘ a computer del that more’ cloeely simulated what a human s ject doe
o 4

%}‘_-\Aéf %‘ ’ . oo . . ). s -_'_____‘/
t‘/ o - than conversel’y- ‘ . ® :




.

.
different’modeis for the processes we_have,studied here.

, direct criticism of the register—macﬁine modet is. the use of coordinates and

L]

13

a realistic way of discussing human perception but a mathematical convenience

.
»

/

’

the reference to grid locations-. .

83

’

7

From another standpoint, it is important to investigagi conceptually

*An obvious ard

»

It is 'apparent that in detail this *is not

/

-

8

-

-/

that also must be regaroed as a psychological fiction.

.

What would be

appropriate and more interesting would be to incorporate a geometry’ of

7
- . . . ,

vy . - ' ‘

. ° ¥ symbols in th;ﬁ;wo-dimensional case and a geopetry of objects in the three- ';

.pdimensional cése. The foﬁn&ations of geométry in either o se-instances
p . f;fw

. » ) \ B .
is as yet far fgom satisfactory, and cpnsequently fundamental work at a

’

geometrical level isﬂalso required in order to create what we think would be

rd . N
- sounder and more realistic models. /// ’ -

It is characteristic of the theoretiéal work we have pursued

P \/——h\ ‘
many of thge details of eye movementEZave been ignored.

>

in this article 't

~ For example, we have made no study of velocities or acce ratﬁbns and it

’

is important to know what better understanding of processing algoritniw T

wpuld be gained from a better understanding and study of these phenonena. l - ’

a

Finally, in the same'spirit we would relgrk that our current conception of -

= / M . . .
the process of performing algorithms seems much too discrefe. The basic

register—machine model is a discrete model and yet the process, from a

o K
s psthological standpoint, seems at a fundamental level to he more properly

R 3 .
We have of course’converted the,register—machine T

qontinuous than discrete}
. -

M o~

1 v R § “
% model into a continuous-time stochastic process, as for example in the
| " et

I

|

g ' random-walk model. we have already considered, but the 'processing. stepg

E

Whether or not these simple steps also need to be

. . ;
remain discrete.

replaced by a continuous version. remains to be seen. .
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Appendix A

L]
List 6f Subject Trials .

4

'The following is a list of child—subjects who passed imitial

screening for obvious features (e.g. seriously drooping eyelids) that

would prevent the tracker from working. They'@ere each brought to

-

Stanford for at least two sessions with the.eye-tréé‘ing system. Ve

. list the months iﬂqwhich we worked with them, 'sex, grade, and the
disposition of *the §essionsx All the eighth-graders were from the
gavenswood‘School Dist€ict, all the fiffh-graders were from the Palo .

<
Alto Unified School District, and the third-graders were childrg; of

v +

- | 'w,;,

Novgmber 1979:

IMSSS personnel.

—

e ' -
M.U. o boy,iéhird grade «couldn’t. track
January 1980: l\ . \
0.G. ' i girl, eighth grade couldn’t track
R.F. . girl, eighth grade quit )
G.H. +‘ girl, eighth grade dental infection
February ¢hrough Ma; 1980: o " . -7 \\
Y.D. . : girl, eighth grade couldn’t track .
J.M. ’ girl, eighth grade difficult to track,
) . R T 1 session completed
c.J. ’ girl, eighth grade difficult to track
- June 1980: d ’ L
N 9 . » , -
AA. boy, third grade - = couldn’t. track
S ' Juiy thrpugh-August 1980: N
) ‘ - - .
c.J. . - girl, eighth grade ~ - 10 additional sessions
: . - A . completed . & °
C.H. . boy, fifth grade ., 7 sessions completed
e M. 5 boy, fifth grade, couldn’t trgck . '
. . . boy, f£ifth grade 10 sessiong completed
. - , \
I -
a [ .
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. - Appendix B

List of Arithmetic éfruotures

a

,- t -

What follows is a description of the specifications defining the

I3

* 20 types of chiidreﬁ's exercises necessary for their generation. Note:

- . L
" a,b,c aré single digits; if leftmost then they are strictly gfeater than
zero. The number 8 is the' sum of columm i, not just the answer aigit:
Type 1: a x . ’ )
- b T x s =0,2<s <10.
+c X% | 2
[ - N .
<8 s s . ) *
2 1
/" -
) =
1Type-2: a x b, /\> :
+ b .+ X : '
...... ot ~~%—— 0<s <10, 0 < 10
8 s ] 1 .2 ’ ’
. , 2 1. 21 .
-~ y : " jt ,
rype 3: a x’/ .
) +b x )
. m————- 0 <s <10, 1<s <10 .
'8 8 - 1 T2 ' .
F 2 1 -
Type 4: x — )
T }x R - .
+ x | ’ '
8 1 ) 4 '
1 ‘ ’
' ' 4 :
. ?
. Type 5: a 'x 1.
+b x . i
emmme— 0:<s <e10, 9 <s <19 ' ’ .
8 8 - 1 2 o . \
2 1 . : N
“ ‘ , .
. i * . .
4 I \.. * & .§ ‘
b ] ’ ) ;

.
e
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. .88 *
' _ [
. ' '
Type 6: x ]
. x
X t
+' x . )
—- 9<¢<s <20 [
s 1 - |
) Y ’
£, ‘ } L.
Type 7¢' a' x ‘ .
+ b X - - "‘
——— 9<s-<19, 1 <s <'9
s s 1 2
2 1 s .
1)
Type 8: a x . ~
) b T x” B i , -
—————— 9 <s <19‘f8<s-<19
s s 1 2 ’ .
2 1 " )
Type 9: . a x '
+b x x )
—————— 9<s <19,,0<s <9, 9<s <19 . . _ S
S s 1 3 . - "2 3 ~ . < . , - -—.'E-‘_
. 3 2 1 ’ Lo ' 2 .-‘_‘ |
- ’ *. , M . .
< b A [
Type 10: a x a x c
Ry 8 . < a x’ ' * g
+ c F bw x +b X - . .
------ Or ~==mmgm—= OF =—m——=—— 9 <s <23, 8<s <19 ;
s 8 8 s s s 1 207
2 1 2 1 2 - o
-~ . - 7
Type 11: . a x x S ‘ h ‘ g . '
+ b x x -/ ; . , ’ .
0<s <10, 9<s <19, 8<s <19 ST -
s s s . 2 "3 ‘
3 2 1 . *
» ’ 5. ' ) ' ‘ '
, ' , ‘
5ype 1 a. x " x .
+. b X X \‘ . IS
————————————— 9 <s <1]9,8<s <19, 1 <s <9
s s S 1 2 3 .
(N 3 271 . : R




Tw7oe

4

142

16:

c a
ﬁf b e >
.1 a £
- b g a
1 a £
--=1 b g a
L& 8
-d b e> d
c a f
-d b g . -
ea;f
- b.g
/
¢ a f
-d4" b g
c a £
V-d b g
» '\ \
A
- * .

>0,

4 >0,

Fh

'Y
v
o

o
A
[0

"o
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Appendix C

: T Register—gachine Models for Addition and -Subtraction

L]

4
i We give 1in this appendix the full register-machine models for

.

. _ C .
general coluymn addition, i.e., for exercises having an arbitrary number

’
o

of rows and colﬁhns, and .also the full subtraction model. For this

* .

purpose, it is convenient to add to the instructions given at the ~.
beginning of the article the following four: ?
0 > . ‘ ,

. - JUMP L: Jump to line labeled L.

-

END: Termina%e processing of current exercise.

i}

fLUiﬁ[Regif‘“Aag 1 ts thie cotitents of register [Reg.]. . o rs

* MINUS [Reg.]: Subtract 1 from the contents of register [Reg].

A

Thre meaning of each of'these four,édditional instructions is apparent. Tt

. - is obviops,thég, for example, we do not from a formal standpoint need a
. . .

. JUMP instruction: We can write the pegister-machine programs with the
: , ' ' .0
' N . . . -
.. conditional JUMP instruction’ but {t is convenient and simple to have the

- - .

unconditional instruction as well. We also need to extend the
ﬁonelementary LOOKUP ' to inciude subtraction as well as addition. The

instruction ié interpretedlto subtract, .the contents of register [Reg?2]

-~ v
-

from the confe?ts of [Réél],and then store the result in [Regl]. These

facts include storipg a ﬁinus sign with the result if the;:ifg;z—of‘the : .2

* L.
{ . , .o
. .

subtraction is negative. /’ : L . .

For the general case of column adgition'it'ié also convenient to
3 [}
L

have two»sdbroutihes, one for vertical scanning of the left-hand side for

irregular rows—-that.is, the exercise is not simply a rectangular array :

’

with each row having exactly the same number'of coiumns-—qhe other for
\

outputting. These two subroutinqgkare the fo}lpwing;

o AR N ) 1Y " -
. “} . -
» . ,

. . . : - ‘ . -
~ > . 91 . o o
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V-SCAN SUBROUTINE . /

1. rdv READIN*
2. | ¢ JUMP(0-9,-) SS,finv*
N '3. ATTEND(+1,-1)¥
, . 1 READIN*
. JUMP(-) SS,finv*
y . ATTEND (+0,+1) *
) . JuHP rdv*~ .
8. finv EXIT*
A &he OUTPUT subroutine is the following: ‘e
oﬁ;PUT_SUBROUTISE
1. put OUTRIGHT NSS*
, ¢ 2. DELETéRIGHT NSS*
3. ‘Af;zun(o,+1)ﬁss*
4.}\ ) JUMP( ) NSS,fino*
) 5. ‘ JUMP put*
é. fino exit#*

] o, :
The full model for column additfon is then.the follow

92
- e

COLUMN ADDITION MODEL
ATTEND(1,1)
'READI&
, COPY SS in OP

( .

- ATTEND(+1,40)
READIN
LOOKUP- OP 4 SS

. ATTEND (+1,0)
$ ‘s’

»

'

7ing:

N

-

. .

"

~

T = S S
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8. " READIN ‘
T 9. - iFMP(O-Q) SS,opr

10. - 7 JUMP{ ) SS,rd .

| 11. - ATTEND(+1,0) o .

’ \ ’

12. , OUTRIGHT OP £ -

13. . DELETERIGHT OP .

e 4. COPY OP in.NSS . .

: 15. : ATTEND(1,+1) \

) 16. V-SCAN )
s .
. 17. JUMP(~) SS,fin
..
© . 18. car COPY NSS in OP*
- * .
oo
'\hé. X JUMP opr
R .
20. §id JUMP ( ) NSS,out
‘ A .
210 o o ATTEND(+1,+1)
22. 3 oUTPUT(NSS) | -\
. - 23.- out X END ‘
¢ ' - C, . . . / \ v
Finally, the full subtract{%n model i the following: . \r
7, N . . " R
. ' A.'T' ot Cooed oy )
Xl N {
. . -
. . - ’ ;
S .
' * 3
. ) . ¢ . .
- . . LY Y
. . _
A S ) - "~
2 « ) s
’ - ‘[ T, ) g (-
J3 '
- .
- Q” 2 )




. % .. " SUBTRACTION MODEL

24

25

26

* 27

28

3 F »
. .&;;
1 -, aTEND(1,1)
2 : *" READIN :38
‘i\‘3 ‘VCOI:\Y 0 in NSS.
4 COPY SS 19,03a
> ATTEND (41, +0)
6 ' READIN

7  opr _LOOKUP OP - SS

.

8 ATTEND (+1,40)
9" - OUTRIGHT 0P
IQ.' DELETERIGHT OP
11 © ATTEND(1,+1)
12 ~ READIN

13 JUMP( ) SS,fin
14 ) JUMP(-) -OP,bor
15l on COPY S in OP,
16 ATTEND (+1,+0)
17 READIN

18 JUMP( )S’S,easy
19 JUMP opr
2% easy  ATTEND(+1,+0)
21 _ OUTRIGHT 0P *

© 22 DELETERIGHT «OP
23 agéin.glrmzun(1;+1)’
h [3

29
30

31

+

* 4

o

‘

N

>

READIN
JUMP( ) SS,fin
ATTEND (42,+0) ©
OUTRIGHT $§
DELETERIGHT SS
| JUMP aga’in

bor

MINDS SS

~

JUMP on

" PLUS NS§
£

ATTEND (1,+1)

over
REA:D m s

"ATTEND{(1, -NSS)

/_' R .

A READIN
BT 4

K

lire €0PY SS in OP
:‘ : v N g i
Moo ATTEND (+1,+0)

°
B

. READIN

COPY_ 9 in OP

LX) a

JiJMP( a) SS,easya i

\LOOKUP oP = SS

- - —d

ATTEND (+1,40)
OUTRIGHT OP .
o
98 .
> 7/
.y x

JUuMP(0) SS,over -

- . ‘\\\JBT{P(Q) SS, over.

-

»,

-
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}
47 DELETERIGHT OP i} , 60
48 'MINUS NSS /61
49’ ATTEND (1,+1), .o [" 62
50 READIN S 63
51 JUMP(0) SS,line - I 64
* 52 MINUS SS_ ) 65
e “ BN A
53 JUMP on . *% éf
; .o
‘54 fin  END . ,// 67
55 easya ATTEND(+1,+9) 68
Set OUTRIGHT OP 69
57 DELETERIGHT OP 70
58

(ifjiii‘ATTEND(l,+l) . 71
’ READIN ‘ 72

- 73

59

-~ N

JUMP( ) SS,fin
JUMP(0) NSS,outa

Y

JUMP(0) SS,linea
\\, MINUS' SS
COPY 0 in NSS
ouGaA‘ATTEND(+2,+03~
OUTRIGﬁT ss
DELETERIGHT SS .
JUMP againa ',
linea COPY 9 in OP
ATTEND (+2,+0)
" OUTRIGHT OP

DELETERIGHT OP

JUMP againa

We will now step through the subtraction model-with a specific

exercise so that the reader can obtain more insight into how one of the

“\gdels actually works-. 'The exercise that will be performed is 1073-82.°

The grid positions are 1073 1,4 1,3

82

N

! 3,4 3,3

Hopefully when we are done the contents of (3,1) 'will be 1, of (3,2) will

be 9, of (3,3) will be 9, and of (3,4) will be 0.

12 1,1
2,2 2,1

3,2 3,1 .

[

f

-~

- We first'ATTEND (1,1). Then we read 3 into S§S. JWe COPY Orin NSS.

We COPY 3 }nto P.” Then we ATTEND (121) which has a 2. We reéd 2 into SS.

-

4 .
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) - . , ' . ¢ . '
. . ' . . . % . . .
Next we LOOKUP*3 - 2. This places a 1 ip OP. We now ATRIE (3,1). Th;s *
£ - has a blank. We now write 1 in the grid position (3,1)-1 Then we dele%_eo S

the 1 in OP. Now we have finished the first column and are ready to move
to the second. We ATEEED‘(I 2) whieh has a 7 and read the 7 into %S. o o
Singe SS is not blank we do not JUMP to line FIN. Since %f does pot have

é - it we do not JUMP to line BOR. .VWe OOPY 7 in to OP. We ATTEND (2 2) ~°

1Y

s ¥ T -
. ' and READIN the 8 into SS. Q}nce SS is not.blank we do not go to line EASY. - "
P . N s >
~ We JUMP to\%ia@:OPR. We LOOKUP 7 - 8. This puts -9 in OP. VWe 'now . .
W [N . 4. e G o
ATTEND(3,3) which is b k, Ve vrite the rightmost character "of op which

nd then ddlete the 9, _leaving = in OR,. A s j, e

A’;

AT 9,.1in (3,2)%
. R

., "
v,) i s & &

- K4 .
.ThHe informatio out the,borrow is preSer%eans e move to the ) e

K s v .- ¢° . -

next column- We ATTEND €1,3) which has a 0 in it, and réaa 0 into SS.' .

Slnqe SS,as not blank we. do not JUMP to FIN, and 31nce OP &oes have'— in it - . -
we jump to Iine_BOR- We now enter the patt of’ the sub?faction algorithm ‘

3
—-

N ‘devoted to borrowing. Since SS does have a 0 in it we JUMP tQ,llne OVER -

B st . .2 t
whidh!Fggnifies,that»we cannot borrow yet since the colum immediately to
the left ‘has ‘zero in it. We now add I to NSS, which will keep track df

» s
how many columk shifts we have to make before finding a column with a

.
. , - -~

& nonzego entry. We ATTEMND (1,4) and READIN 1 into SS. Since SS is no .

3 - -/ .
\“
lohger zero weé do not meed to search any more and we are ready to continue

programnming. We ATTEND (1,3) and read O into SS. We COPY 0 into OP. Ve

’ . ! . . - . - e =
then ATTEND (2,3) and read the blank into SS. We COPY 9 in OP. Then we
. % a blank in SS so we JUMP to line EASYA. Lines EASY.and EASYA begin
L . . - &

M

R

o two sections of the algorithm that correspond to” the processes .needed to

Vd o O
,‘.:)

complete a subtraction exercise when. there are no longer.any more digits

3 .-, . ] r

" in the subtrahend. The sectf%h starting with line EASYEéoF}esponds to the

.
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. t
' .

case when we encounter this situation when we are not borrowing, and EASYA ,

starts the section when we are. We ATTEND (2,4) and write 9 at this
1

' | o ro. ’
\position. We delete the 9 in OP and ATFEND (1,4).. We read the 1l at (1,4) ° .
. b L0 .
into SS and since SS is not,blbnk we do not JUMP to line FIN. Since

neitherJSS nor NSS has -a zefo in it we do no jumping apd we reduce SS by
< one to zero.‘ We COPY zero in NéS-‘ We ATTEND (3,4) anq’write 0 in that
(grid\position. We delete the zero in 5S so that SS noquontains a blank-

¢ s
We JUMP to line AGAINA. We ATTEND(1,5). We 'READIN the -blank into SS. .
. - ’

Since SS is now blank we JUMP to FIleﬁich ENDs the exercise.

) . © !
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1. Dr. Patrick Suppes, Director, fHSS?- Principal Investigator.
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List of Lectures

- Y * ’ -

4

Lectures by Mr. Laddaga: Y

Research ¢n Proecess Models of Basic Arithmetic Skills: Status Report.
Xational Science Foundation, NSP RISE Project Director’s Conference,
Stanford University, Stanford, California, xxx 1978. )

Process Models of Basic’Kri{Emetic Skills. National Institute of
Zducation-National Science Foundation Joint Program for Pesearch on
Cognitive Process and the Structure of Knowledge in Science and Mathematics
%57, Yovember, 1979.

NS
Lectur;s‘by Dr. Suppes: o . Y
September. 1, 1979 Procedural Semantics., FourtH Internatidnal
7 Lo Wittgenstein Symposiun, Rircﬁ%er& Austria ,
. »
September 4, 1979 Data and Theory on Eye Hovemen%s in Performance of

Algorithms. E. L. Thorndike Award Legcture,
American Psychological Association, Néw York City
Cctober 11, 1979 . Some Reseach Issues in Computer-assisted Instructign.
. . + 1979 Award Lecture in honor of S. Richard ()
Silverman. Central Institute for the Deaf,

St+ Louis, Missouri
. y -

-

Yovember 15, 1979, Procedural Semantics: Philosophical‘and Psychological
R T T Aspects: Aix-en-?rovence, France
— ’ -
August’ 14, 1980 . A Procedural Approach Toward Mathematics
- A . Education. ICME 1V, University of California.
Y P Berkeley . ) . .
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